Class-specific tests of spatial segregation based on nearest neighbor contingency tables
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The spatial interaction between two or more classes might cause multivariate clustering patterns such as segregation or association, which can be tested using a nearest neighbor contingency table (NNCT). The null hypothesis is randomness in the nearest neighbor structure, which may result from random labeling (RL) or complete spatial randomness of points from two or more classes (which is henceforth called CSR independence). We consider Dixon's class-specific segregation test and introduce a new class-specific test, which is a new decomposition of Dixon's overall chi-squared segregation statistic. We analyze the distributional properties and compare the empirical significant levels and power estimates of the tests using extensive Monte Carlo simulations. We demonstrate that the new class-specific tests have comparable performance with the currently available tests based on NNCTs. For illustrative purposes, we use three example data sets and provide guidelines for using these tests.
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1 Introduction

Spatial patterns have important implications in various fields, such as epidemiology, population biology and ecology. A spatial point pattern includes the locations of some measurements, such as the coordinates of trees in a region of interest, while a marked spatial point pattern defines the distribution of ‘marks’ or ‘class labels’ (such as species of the trees) to the locations of the points and perhaps are the most common type of spatial point patterns (Gavrikov and Stoyan, 1995; Diggle, 2003; Schlather, Ribeiro and Diggle 2004). These locations are referred to as events by some authors, in order to distinguish them from arbitrary points in the region of interest (Diggle, 2003). However, in this article, points will refer to the locations of events, as we only consider the locations of events. It is of practical interest to investigate the patterns of one type of points with respect to other types (see, for
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example, Pielou, 1961; Whipple, 1980, Dixon, 1994, 2002a). For convenience and generality, we call the different types of points as 'classes', but the class can stand for any (qualitative) characteristic of an observation at a particular location. For example, the spatial segregation pattern has been investigated for plant species (Diggle, 2003), age classes of plants (Hamill and Wright 1986), fish species (Herler and Patzner 2005) and sexes of dioecious plants (Nanami, Kawaguchi and Yamakura 1999). Many of the epidemiologic applications are for a two-class system of case and control labels (Waller and Gotway 2004).

In the analysis of multivariate point patterns, the null pattern is usually one of the two (random) pattern types: random labeling (RL) or complete spatial randomness (CSR) of two or more classes (i.e. CSR independence). We consider two major types of spatial patterns as alternatives: association and segregation. Association occurs if the nearest neighbor (NN) of an individual is more likely to be from another class than to be from the same class. Segregation occurs if the NN of an individual is more likely to be of the same class as the individual than to be of another class (see, e.g. Pielou, 1961).

Many tests of spatial segregation have been proposed in the literature (Kulldorff 2006). These include comparison of Ripley’s K- or L-functions (Ripley, 2004), comparison of NN distances (Cuzick and Edwards 1990; Diggle 2003) and analysis of nearest neighbor contingency tables (NNCTs) which are constructed using the NN frequencies of classes (Pielou 1961, Meacher and Burdick 1980). (Pielou 1961) proposed tests (of segregation, symmetry, niche specificity, etc.) and later Dixon (1994) introduced an overall test of segregation, cell- and class-specific tests based on NNCTs for the two-class case and Dixon (2002a) extended his tests to multiclass case. Pielou (1961) used the usual Pearson's chi-squared test of independence for testing spatial segregation. Due to the ease of computation and interpretation, Pielou's test of segregation has been used frequently (Meagher and Burdick 1980) for both completely mapped or sparsely sampled data, although it is not appropriate for such data (Meagher and Burdick 1980, Dixon (1994)). For example, Pielou's test is used for testing the segregation between males and females in dioecious species (see, e.g. Herrera 1988 and Armstrong and Irvine 1989) and between different species (Good and Whipple 1982). Dixon (1994, 2002a) derived the correct sampling distribution of the cell counts in the NNCTs under RL and designed overall, cell- and class-specific tests of segregation. Ceyhan (2008c) proposed new cell-specific and overall segregation tests which are more robust to the differences in the relative abundance of classes and have better performance in terms of size and power. Dixon’s overall segregation test is a compound summary statistic and applicable to test (small-scale) multivariate spatial interaction between classes in a given study area; (base)class-specific test provides information on the NN distribution of a base class (if \((X, Y)\) is a pair of points in which \(Y\) is the closest point to \(X\), then \(X\) is the base point and \(Y\) is the NN point), while NN-class-specific test (which is introduced in this article) provides the (base) distribution of classes to which members of a class serve as NNs. Hence, the NNCT tests answer different questions; i.e.
they provide information about different aspects of the spatial interaction (at small scales) compared with each other and the other tests in literature.

In this article, we discuss Dixon’s overall and class-specific test of segregation and introduce a new class-specific test. We only consider *completely mapped data*; i.e. for our data sets, the locations of all events in a defined space are observed. We provide the null and alternative patterns in section 2, describe the NNCTs in section 3, provide the base- and NN-class-specific tests in section 4, empirical significance levels of the tests under CSR independence in section 5, empirical power comparisons under the segregation and association alternatives in sections 6 and 7, respectively, examples in section 8, and our conclusions and guidelines for using the tests in section 9.

2 Null and alternative patterns

In the univariate (i.e. one-class) spatial point pattern analysis, the null hypothesis is usually *CSR* (Diggle 2003). A spatial pattern exhibits CSR if, given *n* events in its domain *D*, the events are an independent random sample from the uniform distribution on *D*. This implies that there is no spatial interaction; i.e. the locations of these points have no influence on one another.

To investigate the spatial interaction between two or more classes in a bivariate or multivariate process, usually there are two benchmark hypotheses: (i) *independence*, which implies two classes of points are generated by a pair of independent univariate processes and (ii) *random labeling* (*RL*), which implies that the class labels are randomly assigned to a given set of locations in the region of interest (Diggle, 2003). Under CSR independence, points from each of the two classes satisfy the CSR pattern in the region of interest. On the other hand, *RL* is the pattern in which, given a fixed set of points in a region, class labels are assigned to these fixed points randomly so that the labels are independent of the locations. That is, CSR independence is a process defining the spatial distribution of event locations, while *RL* is a process, conditioned on locations, defining the distribution of labels on these locations.

The null hypothesis in this article is ‘randomness in NN structure’, which may result from – among other patterns – CSR independence or *RL*. That is, when the points are assumed to be uniformly distributed over the region of interest, then the null hypothesis we consider is

\[ H_0 : \text{CSR independence} \]

and when only the labeling (marking) of a set of fixed points – the allocation of the points might be regular, aggregated, clustered, or of lattice type – is considered, our null hypothesis is

\[ H_0 : \text{RL}. \]
The distinction between CSR independence and RL is very important when defining the appropriate null model for each empirical case; i.e. the null model depends on the particular ecological context. Goreaud and Pélissier (2003) assert that CSR (independence) implies that the two classes are a priori the result of different processes (e.g. individuals of different species or age cohorts), whereas RL implies that some processes affect a posteriori the individuals of a single population (e.g. diseased vs non-diseased individuals of a single species). Although CSR independence and RL are not the same, they lead to the same null model (i.e. randomness in NN structure) in tests using NNCT, which does not require spatially explicit information. We provide the differences in the proposed tests under either null hypotheses.

As spatial clustering alternatives, we consider two major types of spatial patterns: association and segregation. Association occurs if the NN of an individual is more likely to be from another class than to be of the same class as the individual. For example, in plant biology, the points from the two classes might represent the coordinates of two mutualistic plant species, so the species depend on each other to survive. As another example, the points from one class might be the geometric coordinates of parasitic plants exploiting the other plant whose coordinates are the points from the other class. Segregation occurs if the NN of an individual is more likely to be of the same class as the individual than to be from a different class; i.e. the members of the same class tend to be clumped or clustered (see, e.g. Pielou, 1961). For instance, one type of plant might not grow well around another type of plant and vice versa. In plant biology, points from one class might represent the coordinates of trees from a species with large canopy, so that other plants (whose coordinates are the points from the other class) that need light cannot grow (well or at all) around these trees (see, for instance, Dixon, 1994; Coomes, Rees and Turnbull, 1999). As many different forms of segregation (and association) are possible, it is not possible to list all segregation types, but their existence can be tested by an analysis of the NN relationships between the classes (Pielou, 1961).

3 Nearest neighbor contingency tables

Nearest neighbour contingency tables are constructed using the NN frequencies of classes. We describe the construction of NNCTs for two classes from a binomial spatial process; extension to multiclass case is straightforward. Consider two classes with labels \{1, 2\}. Let \(N_i\) be the number of points from class \(i\) for \(i \in \{1, 2\}\) and \(n\) be the total sample size; so, \(n = N_1 + N_2\). If we record the class of each point and the class of its NN, the NN relationships fall into four distinct categories: (1, 1), (1, 2), (2, 1) and (2, 2), where, in cell \((i,j)\), class \(i\) is the base class, while class \(j\) is the class of NN of a point from class \(i\). That is, the \(n\) points constitute \(n\) (base, NN) pairs, which can be categorized with respect to the base and NN labels (row and column categories). Denoting \(N_{ij}\) as the frequency of cell \((i,j)\) for \(i,j \in \{1, 2\}\), we obtain the NNCT in Table 1 where \(C_j\) is the sum of column \(j\); i.e. number of times
Table 1. NNCT for two classes.

| Base class | NN class | | | |
|------------|----------|---|---|
| Class 1    | N_{11}   | N_{12} | n_{1} |
| Class 2    | N_{21}   | N_{22} | n_{2} |
| Sum        | C_{1}    | C_{2}  | n    |

class $j$ points serve as NNs for $j \in \{1, 2\}$. Furthermore, we adopt the convention that variables denoted by upper (lower) case letters are random (fixed) quantities. Hence, column sums and cell counts are random, while row sums and overall sum are fixed quantities in an NNCT. However, if we want to have the overall sum to be random also, we might consider that all points are from a Poisson spatial process.

Note that, under segregation, the diagonal entries, $N_{ii}$ for $i = 1, 2$, tend to be larger than expected; while, under association, the off-diagonals tend to be larger than expected. The general two-sided alternative is that some cell counts are different than expected under the null hypothesis (i.e. CSR independence or RL).

To test for segregation, Pielou (1961) used chi-squared test of independence which requires the independence between cell counts (and rows and columns also), which is violated under CSR independence or RL. This problem was first noted by Meagher and Burdick (1980) who identify the main source of it to be reflexivity of (base, NN) pairs. A (base, NN) pair $(X, Y)$ is reflexive if $(Y, X)$ is also a (base, NN) pair. As an alternative, they suggest using Monte Carlo simulations for Pielou’s test. Dixon (1994, 2002a) derived the appropriate asymptotic sampling distribution of cell counts using Moran join count statistics (Moran 1948) and hence the appropriate test which also has a chi-squared distribution asymptotically. Furthermore, Ceyhan (2008b) demonstrated that Pielou’s test is only appropriate when the NNCT is constructed from a random sample of (base, NN) pairs, otherwise it is liberal under CSR independence and RL.

4 Class-specific tests of spatial segregation

4.1 Dixon’s class-specific test of spatial segregation

Dixon’s overall test of segregation tests the hypothesis that all cell counts in the NNCT are equal to their expected values (Dixon, 1994). Under RL, these expected cell counts are as

$$E[N_{ij}] = \begin{cases} n_i(n_i - 1)/(n - 1), & \text{if } i = j, \\ n_i n_j/(n - 1), & \text{if } i \neq j, \end{cases}$$

where $n_i$ is a realization of $N_i$, i.e. is the fixed sample size for class $i$ for $i = 1, 2, \ldots, q$. Observe that the expected cell counts depend only on the size of each class (i.e. row sums) but not on column sums. In the multiclass case with $q$ classes, Dixon (2002a) suggests the quadratic form
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\[ C = (N - E[N])\Sigma^{-1}(N - E[N]) \]  

(2)

where \( N \) is the \( q^2 \times 1 \) vector of \( q \) rows of cell counts concatenated row-wise, \( E[N] \) is the vector of \( E[N_{ij}] \) which are as in Eq. (1), \( \Sigma \) is the \( q^2 \times q^2 \) variance–covariance matrix for the cell count vector \( N \) with diagonal entries being equal to \( \text{var}[N_{ii}] \) and off-diagonal entries being \( \text{cov}[N_{ij}, N_{kl}] \) for \( (i,j) \neq (k,l) \). The explicit forms of the variance and covariance terms are provided in Dixon (2002a). Furthermore, \( \Sigma^{-1} \) is a generalized inverse of \( \Sigma \) (Searle, 2006) and the prime symbol stands for the transpose of a vector or matrix. The overall test statistic \( C \) can be partitioned into \( q \) class-specific (or species-specific) test statistics. Consider the NNs of type \( i \) base points, i.e. \( \text{row } i \) in the NNCT denoted by \( N_i = (N_{i1}, N_{i2}, \ldots, N_{iq})' \). Then

\[ C_B(i) = (N_i - E[N_i])\Sigma_i^{-1}(N_i - E[N_i]) \]  

(3)

where \( E[N_i] \) is the vector of expected cell counts for row \( i \) and \( \Sigma_i^{-1} \) is the generalized inverse of variance–covariance matrix of \( N_i \). Asymptotically \( C_B(i) \) has \( \chi^2_{(q-1)} \) distribution whose degrees of freedom is \( q-1 \) as \( \Sigma_i \) has rank \( q-1 \). Furthermore, \( C_B(i) \) are not independent, hence do not sum to \( C \). Each \( C_B(i) \) tests whether each row \( i \) is similar to the one under RL; that is, the frequencies of the NNs for \textit{base class } i \textit{ is as expected under RL:}

\[ H_0: E[N_i] = (E[N_{i1}], E[N_{i2}], \ldots, E[N_{iq}])' \]  

(4)

Therefore, we call this type of class-specific test as \textit{base class-specific test of segregation} for class \( i \), and hence the notation \( C_B(i) \).

The variance–covariance matrix for the tests in Eqs (2) and (3) depend on the quantities \( Q \) and \( R \) (Dixon 1994), where \( Q \) is the number of points with shared NNs, which occurs when two or more points share an NN and \( R \) is twice the number of reflexive pairs. Then \( Q = 2(Q_2 + 3Q_3 + 6Q_4 + 10Q_5 + 15Q_6) \) where \( Q_i \) is the number of points that serve as an NN to other points \( i \) times. Notice that, under RL, \( Q \) and \( R \) are fixed quantities, as they depend only on the location of the points, not the types of NNs.

4.2 NN class-specific tests of spatial segregation

Another way to partition \( C \) in Eq. (2) is by columns instead of rows. Consider the frequency of type \( j \) points serving as NN to all other types (including class \( j \)), i.e. \textit{column } \( j \), namely, \( C_j = (N_{1j}, N_{2j}, \ldots, N_{qj})' \).

Under RL, for each column \( j \), we have

\[ C_{NN}(j) = (C_j - E[C_j])\Sigma_j^{-1}(C_j - E[C_j]), \]  

(5)

where \( E[C_j] \) is the vector of expected cell counts for column \( j \) and \( \Sigma_j^{-1} \) is the inverse of variance–covariance matrix of \( C_j \). The test statistics \( C_{NN}(j) \) are asymptotically distributed as \( \chi^2_q \), as \( \Sigma_j \) has rank \( q \). The test statistics \( C_{NN}(j) \) are dependent, hence do not sum to \( C \).
If significant, these class-specific tests imply that class $j$ serves more (or less) frequently as NN to other classes (including class $j$ itself) than expected under RL:

$$H_0: E[C_j] = (E[N_{1j}], E[N_{2j}], \ldots, E[N_{qj}])'$$

(6)

So, we call this type of class-specific test as **NN class-specific test of segregation** for class $j$, and hence the notation $C_{NN}(j)$.

**Remark 1.** The status of $Q$ and $R$ under CSR independence and RL: Under CSR independence, the above tests and discussion are as in the RL case, except that under RL the quantities $Q$ and $R$ are fixed, while under CSR independence they are random. That is, under CSR independence, $C_B(i)$ asymptotically has $\chi^2_{q-1}$ distribution and $C_{NN}(j)$ asymptotically has $\chi^2_q$ distribution conditional on $Q$ and $R$, because the variances and covariances used in Eqs (3) and (5), and all the quantities depending on these expectations also depend on $Q$ and $R$. The unconditional variances and covariances can be obtained by using the conditional expectation formula incorporating $Q$ and $R$. Letting $W = (Q, R)'$, we have

$$\text{var}[N_{ij}] = E_W[\text{var}[N_{ij} | W]] + \text{var}_W[E[N_{ij} | W]]$$

$$= E_W[\text{var}[N_{ij} | W]]$$

as $E[N_{ij} | W]$ is independent of $Q$ and $R$. Similarly,

$$\text{cov}[N_{ij}, N_{kl}] = E_W[\text{cov}[N_{ij}, N_{kl} | W]] + \text{cov}_W[E[(N_{ij}, N_{kl}) | W]]$$

$$= E_W[\text{cov}[N_{ij}, N_{kl} | W]]$$

as $E[(N_{ij}, N_{kl}) | W]$ is independent of $Q$ and $R$. Furthermore, $\text{var}[N_{ij} | W]$ and $\text{cov}[N_{ij}, N_{kl} | W]$ are linear in $Q$ and $R$ (Dixon, 2002a). Hence, the unconditional variances and covariances can be found by replacing $Q$ and $R$ with their expectations.

Unfortunately, given the difficulty of calculating the expectation of $Q$ under CSR independence, it is reasonable and convenient to use test statistics employing the conditional variances and covariances even when assessing their behavior under the CSR independence model. Cox (1981) calculated analytically that $E[R | N] = 0.6215N$ for a planar Poisson process. Alternatively, we can estimate the expected values of $Q$ and $R$ empirically. For example, for homogeneous planar Poisson pattern, we have $E[Q | N] \approx 0.63N$ and $E[R | N] \approx 0.62N$ (estimated empirically by 1,000,000 Monte Carlo simulations for various values of $N$ on unit square). Notice that $E[R | N]$ agrees with the analytical result of Cox (1981).

**Remark 2.** Comparison of base class- and NN Class- specific tests: Notice that the base-class-specific test for class $i$ tests whether the NN frequencies of base class $i$ follows the expected frequencies under CSR independence (conditional on $Q$ and $R$) or RL. That is, base class-specific test for class (or species) $i$ is concerned with how other classes interact as NNs with base class $i$ in the NN structure. For example, if
(q – 1) plant species are introduced to a region with species i being already there, the base class-specific test for species i is more appropriate and informative as it provides information on how the newly introduced species interact with the already existent base species i. On the other hand, the NN-class-specific test for class j tests whether the base frequencies for which class j serves as NN follows the expected frequencies under CSR independence (conditional on Q and R) or RL. So, NN class-specific test for class j is concerned with how class j points interact as NNs with other base classes in the NN structure. For example, if species j was introduced to a region with (q – 1) species already present, NN class-specific test for species j is more appropriate and informative, as it provides information on how the newly introduced species interact with the already existent (q – 1) base species.

4.3 The two-class case

In the two-class case, Dixon (1994) calculates \( Z_{ii} = \frac{N_{ii} - E[N_{ii}]}{\sqrt{\text{var}[N_{ii}]}} \) for both \( i \in \{1, 2\} \) and then combines these test statistics into a statistic that is asymptotically distributed as \( \chi^2_2 \). The suggested test statistic is given by

\[
C = \mathbf{y}' \mathbf{\Sigma}^{-1} \mathbf{y} = \begin{bmatrix} N_{11} - E[N_{11}] \\ N_{22} - E[N_{22}] \end{bmatrix}' \begin{bmatrix} \text{var}[N_{11}] & \text{cov}[N_{11}, N_{22}] \\ \text{cov}[N_{11}, N_{22}] & \text{var}[N_{22}] \end{bmatrix}^{-1} \begin{bmatrix} N_{11} - E[N_{11}] \\ N_{22} - E[N_{22}] \end{bmatrix}.
\]

Notice that this is equivalent to

\[
C = \frac{Z_{AA}^2 + Z_{BB}^2 - 2rZ_{AA}Z_{BB}}{1 - r^2}
\]

where

\[
Z_{AA} = \frac{N_{11} - E[N_{11}]}{\sqrt{\text{var}[N_{11}]}} \quad \text{and} \quad Z_{BB} = \frac{N_{22} - E[N_{22}]}{\sqrt{\text{var}[N_{22}]}}
\]

and

\[
r = \frac{\text{cov}[N_{11}, N_{22}]}{\sqrt{\text{var}[N_{11}] \text{var}[N_{22}]}}.
\]

The overall test statistic C can be partitioned into two base class-specific test statistics \( C_B(i) \) which asymptotically have \( \chi^2_1 \).

When C is partitioned by columns \( \mathbf{c}_j \), we get the NN class-specific test \( C_{NN}(j) \) which are asymptotically distributed as \( \chi^2_2 \). However, in the two-class case, \( C_{NN}(1) = C_{NN}(2) = C \), as each column \( \mathbf{c}_j \) contains all the information about the NNCT.

Remark 3. The multiclass case with \( q > 2 \) classes: In the multiclass case with more than two classes, the overall test statistic C can be partitioned into \( q \) base class-specific test statistics \( C_B(i) \) which asymptotically have \( \chi^2_{q-1} \). When C is partitioned by columns \( \mathbf{c}_j \), we get \( q \) NN class-specific tests \( C_{NN}(j) \) which are asymptotically distributed as \( \chi^2_{q-2} \). In the case of \( q > 2 \), \( C_{NN}(j) \) and \( C_{NN}(l) \) are very likely to be different for \( j \neq l \) and \( C_{NN}(j) \) and C are also very likely to be different for each j.
4.4 Asymptotic Structures for the NNCT-Tests

There are two major types of asymptotic structures for spatial data (Lahiri, 1996). In the first, any two observations are required to be at least a fixed distance apart; hence, as the number of observations increase, the region on which the process is observed eventually becomes unbounded. This type of sampling structure is called increasing domain asymptotics. In the second type, the region of interest is a fixed bounded region and more and more points are observed in this region. Hence, the minimum distance between data points tends to zero as the sample size tends to infinity. This type of structure is called infill asymptotics, due to Cressie (1993).

Under RL, the sampling structure in our asymptotic sampling distribution could be either one of increasing domain or infill asymptotics, as we only consider the class sizes and hence the total sample size tending to infinity regardless of the size of the study region. That is, under RL, the locations on which labels are assigned randomly could be realizations from a process whose asymptotic structure follows either infill or increasing domain asymptotics. On the other hand, under CSR independence, we cannot have the increasing domain asymptotics in the usual sense, as, for any bounded subset of the region, the points will not necessarily follow the uniform distribution as there is a restriction on the interpoint distances. However, if we let the area of the region go to infinity while uniformness is preserved for any bounded subset of the region, this type of ‘modified’ increasing domain asymptotics is applicable for the CSR independence pattern. Furthermore, under CSR independence, the number of points from uniform distribution on a bounded region going to infinity will give rise to the infill asymptotics. However, the values and distributions of $Q$ and $R$ are affected by infill and increasing domain asymptotics. In both asymptotic structures, under CSR independence, the tests will still be conditional on $Q$ and $R$, whose asymptotic distribution will also depend on the type of the asymptotics. For the actual conditional result, the only possible asymptotics for which the current arguments might be appropriate is what might be called pattern stamp asymptotics. In this form of asymptotics, the study region (assumed to be rectangular or at least something that will tile the plane) and its locations are repeated (stamped). This multiple stamping of the same pattern of locations maintains $Q$ and $R$ at fixed constants. However, this is not either of the usual asymptotics for the spatial data nor a realistic case in practice.

Theorem 1. (Consistency) Under RL, the overall test in Eq. (2) which rejects for $C > \chi^2_{q(q-1)}(1-\alpha)$ where $\chi^2_{q(q-1)}(1-\alpha)$ is the $100(1-\alpha)th$ percentile of $\chi^2_{q(q-1)}$ distribution, the test against $H_0$ in Eq. (4) which rejects for $C_B(i) > \chi^2_{q(q-1)}(1-\alpha)$ and the test against $H_0$ in Eq. (6) which rejects for $\chi^2_{NN}(j) > \chi^2_{q}(1-\alpha)$ are consistent. Under CSR independence, consistency follows conditional on $Q$ and $R$. 
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Proof. The consistency of the overall test is proved in (Ceyhan, 2008b). Under RL, the null hypothesis in Eq. (4) is equivalent to $H_0: \lambda = 0$ where $\lambda$ is the non-centrality parameter for the $\chi^2_{q-1}$ distribution. Any deviation from the null case corresponds to $H_0: \lambda > 0$, then under any specific alternative the power tends to unity by the consistency of usual Chi-squared tests. The consistency of $C_{NN}(j)$ under RL and of both tests under CSR independence follow similarly.

5 Empirical significance levels of the tests under CSR independence

5.1 The two-class case

First, we consider the two-class case with classes $X$ and $Y$ which stand for classes 1 and 2 respectively. We generate $n_1$ points from class $X$ and $n_2$ points from class $Y$ both of which are independently uniformly distributed on the unit square, $(0, 1) \times (0, 1)$, for some combinations of $n_1, n_2 \in \{10, 30, 50, 100\}$. Hence, all $X$ points are independent of each other and so are $Y$ points; and $X$ and $Y$ are independent data sets. This will imply randomness in the NN structure, which is the null hypothesis for our NNCT tests. Thus, we simulate the CSR independence as the null case. We repeat the sample generation $N_{mc} = 10,000$ times for each sample size combination for a reasonable precision in the results within a reasonable time period. For each Monte Carlo replication, we construct the NNCT for classes $X$ and $Y$, then compute the base class- and NN class-specific tests for each class and Dixon’s overall segregation test. The empirical sizes are calculated as the ratio of significant results to the number of Monte Carlo replicates. The nominal significance level used in all these tests is $\alpha = 0.05$.

We present the empirical significance levels for the NNCT tests in Table 2, where $\hat{\alpha}_i^B$ is the empirical significance level for (Dixon’s) base class-specific test and $\hat{\alpha}_i^{NN}$ is for the NN class-specific test for $i \in \{1, 2\}$ and $\hat{\alpha}_D$ is for Dixon’s overall test of segregation. The empirical sizes significantly smaller (larger) than 0.05 are marked with $c$ ($l$), which indicate that the corresponding test is conservative (liberal). The asymptotic normal approximation to proportions are used in determining the significance of the deviations of the empirical sizes from the nominal level of 0.05. For the tests regarding the proportions, we also use $\alpha = 0.05$ to test against empirical size being equal to 0.05. Notice that in the two-class case $\hat{\alpha}_1^B \neq \hat{\alpha}_2^B$ but $\hat{\alpha}_1^{NN} = \hat{\alpha}_2^{NN} = \hat{\alpha}_D$; so, only $\hat{\alpha}_1^{NN}$ is presented. The empirical sizes are also plotted in Figure 1 where the horizontal lines are the nominal level of 0.05 and upper and lower limits for the empirical size (i.e. 0.0464 and 0.0536).

Observe that (Dixon’s) base class-specific test for class $Y$ (i.e. the larger class in unequal sample size combinations) yields about the desired significance levels in rejecting $H_0$: CSR independence for all sample size combinations. However, when one of the samples is small the tests are conservative, but base class-specific test for class $X$ (i.e. the class with the smaller sample size) is more conservative than others.
Table 2. The empirical size estimates for the NNCT tests in the two-class case under $H_0$: CSR independence with $N_{mc} = 10,000$, $n_1, n_2$ in \{10, 30, 50, 100\} at the nominal level of $\alpha = 0.05$.

<table>
<thead>
<tr>
<th>Sizes $(n_1, n_2)$</th>
<th>Base $\alpha_B^1$</th>
<th>$\alpha_B^2$</th>
<th>$\alpha_{NN}^1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10,10)</td>
<td>0.0454$^c$</td>
<td>0.0465</td>
<td>0.0432$^c$</td>
</tr>
<tr>
<td>(10,30)</td>
<td>0.0306$^c$</td>
<td>0.0485</td>
<td>0.0440$^c$</td>
</tr>
<tr>
<td>(10,50)</td>
<td>0.0270$^c$</td>
<td>0.0464</td>
<td>0.0482</td>
</tr>
<tr>
<td>(30,30)</td>
<td>0.0507</td>
<td>0.0505</td>
<td>0.0464</td>
</tr>
<tr>
<td>(30,50)</td>
<td>0.0590$^c$</td>
<td>0.0522</td>
<td>0.0443$^c$</td>
</tr>
<tr>
<td>(50,50)</td>
<td>0.0465</td>
<td>0.0469</td>
<td>0.0508</td>
</tr>
<tr>
<td>(50,100)</td>
<td>0.0601$^l$</td>
<td>0.0533</td>
<td>0.0560$^l$</td>
</tr>
<tr>
<td>(100,100)</td>
<td>0.0493</td>
<td>0.0463$^c$</td>
<td>0.0504</td>
</tr>
</tbody>
</table>

$\alpha_B^i$ stands for the empirical significance level for (Dixon’s) base class-specific test for class $i = 1, 2$ and $\alpha_{NN}^1$ is for the NN class-specific test for class 1. ($c$: empirical size significantly less than 0.05; i.e. the test is conservative. $l$: empirical size significantly larger than 0.05; i.e. the test is liberal.

*Only $\alpha_{NN}^1$ is presented as $\alpha_{NN}^1 = \alpha_{NN}^2 = \alpha_D$. base, base class-specific test. NN, NN class-specific test.

For large classes with unequal sizes (i.e. with different relative abundances), the base class-specific test tends to be slightly liberal for the smaller class.

5.2 The three-class case

In the two-class case, NN class-specific tests are equal to the overall test of segregation. However, for the $q$-class case with $q > 2$, neither $C_{NN}(j)$ are likely to be equal to each other nor any of them are likely to be equal to $C$ for $j = 1, 2, \ldots, q$. Therefore, in order to better compare the performance of NN class-specific tests with base class-specific tests, we consider the three-class case with classes $X$, $Y$ and $Z$ (which
stand for classes 1, 2 and 3 respectively) under CSR independence. We generate \( n_1, n_2 \) and \( n_3 \) points distributed independently uniformly on the unit square \((0, 1) \times (0, 1)\) from classes \( X, Y \) and \( Z \) respectively, as in section 5.1. We generate data points for some combinations of \( n_1, n_2, n_3 \in \{10, 30, 50, 100\} \); and for each sample size combination, the empirical sizes and the significance of their deviation from 0.05 are also calculated as in section 5.1.

The empirical significance levels for the three-class case are presented in Figure 2, where horizontal lines are as in Figure 1. Notice that when at least one class is small (i.e. \( n_i \leq 10 \)) tests are usually conservative, especially the base class-specific tests for the smaller classes. When all classes are large, the tests are about the desired level, and conservative for a few sample size combinations. For the three-class case, we conclude that the NN class-specific tests exhibit better performance than the base class-specific tests in terms of empirical size.

**Remark 4. Empirical Significance Levels under RL:** Recall that the segregation tests we consider are conditional under the CSR independence pattern. To evaluate their empirical size performance better, Monte Carlo simulations under various RL cases for two- and three-class cases are also performed in Ceyhan (2008a). It is shown that the empirical sizes are about the same under the CSR independence and RL patterns. However, the tests are conservative when at least one sample is small, regardless of whether the null case is CSR independence or RL. Hence, the conservativeness or liberalness of the tests for small sample sizes does not result from

![Fig. 2. The empirical size estimates of Dixon’s overall test (circles, ◦) and base class-specific tests (left), and the NN class-specific tests (right) under the CSR independence pattern in the three-class case. The triangles (△), pluses (+) and crosses (×) are for classes 1, 2 and 3 (i.e. \( X, Y \) and \( Z \)), respectively. The horizontal lines are located at 0.0464 (upper threshold for conservativeness), 0.0500 (nominal level) and 0.0536 (lower threshold for liberalness). The horizontal axis labels are 1 = \((10, 10, 10)\), 2 = \((10, 10, 30)\), 3 = \((10, 10, 50)\), 4 = \((10, 30, 30)\), 5 = \((10, 30, 50)\), 6 = \((30, 30, 30)\), 7 = \((10, 50, 50)\), 8 = \((30, 30, 50)\), 9 = \((30, 50, 50)\), 10 = \((50, 50, 50)\), 11 = \((50, 50, 100)\), 12 = \((50, 100, 100)\), 13 = \((100, 100, 100)\).](image-url)
Class-specific segregation tests based on NNCTs

conditioning on $Q$ and $R$ under the CSR independence pattern, as similar results are obtained under the RL pattern also.

**Remark 5. Monte Carlo critical values:** When sample sizes are small so that some cell count(s) are expected to be $\leq 5$ with a high probability, then it will not be appropriate to use the asymptotic approximation (hence the asymptotic critical values) for the overall and class-specific tests of segregation (Dixon, 1994). That is, when some cell counts are small, the tests tend to be either liberal or conservative. In order to better evaluate the empirical power performance of the tests, for each sample size combination, the test statistics at each Monte Carlo simulation under the CSR independence cases are recorded and the 95th percentiles of these test statistics at each sample size combination are found and used as ‘Monte Carlo critical values’ for the power estimation in Ceyhan (2008a). It is seen that the results based on Monte Carlo critical values are very similar to the ones based on the asymptotic critical values, hence are not presented here.

6. Empirical power analysis under segregation alternatives

6.1 The two-class case

For the segregation alternatives, we generate

$$X_i \overset{i.i.d.}{\sim} \mathcal{U}((0, 1-s) \times (0, 1-s)) \quad \text{and} \quad Y_j \overset{i.i.d.}{\sim} \mathcal{U}((s, 1) \times (s, 1))$$

for $i = 1, \ldots, n_1$ and $j = 1, \ldots, n_2$. Notice that the level of segregation is determined by the magnitude of $s \in (0, 1)$. We consider the following three segregation alternatives:

$$H_{S}^{I}: s = 1/6, \quad H_{S}^{II}: s = 1/4, \quad \text{and} \quad H_{S}^{III}: s = 1/3.$$ 

Observe that, from $H_{S}^{I}$ to $H_{S}^{III}$ (i.e. as $s$ increases), the segregation between $X$ and $Y$ gets stronger in the sense that $X$ and $Y$ points tend to form one-class clumps or clusters. We calculate the power estimates using the asymptotic critical values based on the corresponding chi-squared distributions and present them in Figure 3, where $\hat{\beta}_i^B$ are for (Dixon’s) base class-specific tests for classes $i = 1, 2$, and $\hat{\beta}_1^{NN}$ is for NN class-specific test for class 1, $\hat{\beta}_D$ is for Dixon’s overall segregation test. We present only $\hat{\beta}_1^{NN}$ as $\hat{\beta}_1^{NN} = \hat{\beta}_2^{NN} = \hat{\beta}_D$. Observe that, for both class-specific tests, as $n = (n_1 + n_2)$ gets larger, the power estimates get larger; for similar $n = (n_1 + n_2)$ values, the power estimate is larger for classes with similar relative abundance (i.e. for similar sample sizes $n_1 \approx n_2$); and as the segregation gets stronger, the power estimates get larger for each sample size combination. When sample sizes are similar, NN class-specific tests tend to have higher power. On the other hand, when relative abundances (i.e. sample sizes) are very different, the base class-specific test for classes $X$ and $Y$ have the highest and lowest power estimates respectively.
Fig. 3. The empirical power estimates for base class-specific test for class 1 (circles, \( \circ \)), for class 2 (triangles, \( \triangle \)) and for NN class-specific test (pluses, \( + \)) under the segregation alternatives in the two-class case. \( \hat{\beta}_i \) stand for (Dixon’s) base class-specific tests for classes \( i = 1, 2 \), and \( \hat{\beta}_{NN} \) stands for NN class-specific test for class 1. Classes 1 and 2 represent classes \( X \) and \( Y \), respectively. The horizontal axis labels are 1 = (10, 10), 2 = (10, 30), 3 = (10, 50), 4 = (30, 30), 5 = (30, 50), 6 = (50, 50), 7 = (50, 100), 8 = (100, 100).

6.2 The three-class case

For the segregation alternatives, we generate

\[
X_i \overset{i.i.d.}{\sim} \mathcal{U}((0, 1) - 2s) \times (0, 1 - 2s)), \quad Y_j \overset{i.i.d.}{\sim} \mathcal{U}((2s, 1) \times (2s, 1)) \quad \text{and} \quad Z_l \overset{i.i.d.}{\sim} \mathcal{U}((s, 1 - s) \times (s, 1 - s))
\]

for \( i = 1, \ldots, n_1, j = 1, \ldots, n_2 \) and \( \ell = 1, \ldots, n_3 \). Notice that the level of segregation is determined by the magnitude of \( s \in (0, 1/2) \). We consider the following three segregation alternatives:

\[
H_{S}^1 : s = 1/12, \quad H_{S}^2 : s = 1/8, \quad \text{and} \quad H_{S}^3 : s = 1/6.
\]

Observe that, from \( H_{S}^1 \) to \( H_{S}^3 \) (i.e. as \( s \) increases), the segregation gets stronger in the sense that \( X \), \( Y \) and \( Z \) points tend to form one-class clumps or clusters. Furthermore, under each segregation alternative, \( X \) and \( Y \) are more segregated compared with \( X \) and \( Z \) or \( Y \) and \( Z \).

The empirical power estimates using the asymptotic critical values are presented in Figure 3. Observe that, at each sample size combination, as the segregation gets stronger, the power estimates get larger. Furthermore, the power estimates for the similar sample sizes tend to be larger compared with the different sample sizes when the total sizes \( n = (n_1 + n_2 + n_3) \) are similar. The power estimates also confirm that the segregation between classes \( X \) and \( Y \) is stronger compared with the segregation between \( X \) and \( Z \) or between \( Y \) and \( Z \).

For large samples, Dixon’s overall test tends to have the highest power estimates, but class-specific tests provide more information about the pattern. For all (small or large) similar relative abundance values, NN class-specific tests have slightly better power performance, while, for very different relative abundances, base class-specific tests have slightly better power performance. However, overall, we can conclude that
in the three-class case, NNCT tests have about the same performance in terms of power.

7 Empirical power analysis under association alternatives

7.1 The two-class case

For the association alternatives, we consider three cases. First, we generate $X_i \sim \mathcal{U}((0, 1) \times (0, 1))$ for $i = 1, 2, \ldots, n_1$. Then we generate $Y_j$ for $j = 1, 2, \ldots, n_2$ as follows. For each $j$, we pick an $i$ randomly, then generate $Y_j$ as $X_i + R_j(\cos T_j, \sin T_j)'$ where $R_j \sim \mathcal{U}(0, r_y)$ with $r_y \in (0, 1)$ and $T_j \sim \mathcal{U}(0, 2\pi)$. In the pattern generated, appropriate choices of $r_y$ will imply association between classes $X$ and $Y$. That is, it will be more likely to have $(X,Y)$ or $(Y,X)$ NN pairs than the same class NN pairs (i.e., $(X,X)$ or $(Y,Y)$). The three values of $r_y$ we consider constitute the following three association alternatives;

$$H^I_A : r_y = 1/4, \quad H^{II}_A : r_y = 1/7 \quad \text{and} \quad H^{III}_A : r_y = 1/10.$$  

Observe that, from $H^I_A$ to $H^{III}_A$ (i.e. as $r$ decreases), the association between $X$ and $Y$ gets stronger in the sense that $X$ and $Y$ points tend to occur together more and more frequently. By construction, for similar sample sizes the association between $X$ and $Y$ are at about the same degree as association between $Y$ and $X$. For very different samples, smaller sample is associated with the larger, but the abundance of the larger, sample confounds its association with the smaller.

The empirical power estimates, based on the asymptotic critical values are plotted in Table 5. Observe that when $n_1 \approx n_2$, for both class-specific tests and Dixon’s overall segregation test, as $n_i$ gets larger, the power estimates get larger; and, as the association gets stronger, the power estimates get larger for each sample size combination.

When at least one class has a small size (i.e. $n_i \leq 10$), the base class-specific test for the smaller class, say class $i$, fails to detect any deviation from CSR independence for row $i$. However, the base class-specific test for the larger class is robust to the differences in relative abundance (i.e. sample sizes) and behaves as expected. Likewise, the NN class-specific test is not affected by the differences in relative abundance as long as the smaller class is associated with the larger (the corresponding simulation results are not presented). In our set-up, this corresponds to the case that class $Y$ is much larger than class $X$. If, on the contrary, the smaller class is associated with the larger (i.e. class $X$ is much larger than class $Y$), then NN class-specific test has very poor power performance.

When sample sizes are similar, the base class-specific tests for class $Y$ (the class less associated with the other) have higher power under weak association, while NN class-specific tests have higher power under strong association. When sample sizes are very different, the base class-specific tests for classes $Y$ and $X$ have highest
and lowest power estimates respectively. Base class-specific test for class $i$ measures
the association of other classes with class $i$, while NN class-specific test for class $j$
measures the association of class $j$ with other classes.

7.2 The three-class case

For the association alternatives, we also consider three cases for which we generate
$X_i$ for $i = 1, 2, \ldots, n_1$ and $Y_j$ for $j = 1, 2, \ldots, n_2$ as in section 7.1 and $Z_l$ for $l = 1, 2, \ldots, n_3$
as follows. For each $l$, we pick an $i$ randomly, then generate $R_{Z_l} \overset{i.i.d.}{\sim} U(0, r_z)$ with
$r_z \in (0, 1)$ and $U_l \overset{i.i.d.}{\sim} U(0, 2\pi)$ and set $Z_l := X_i + R_{Z_l} (\cos U_l, \sin U_l)$.

![Fig. 4. The empirical power estimates based on asymptotic critical values for Dixon's overall test, base class specific tests and NN class-specific tests under the segregation alternatives $H_1$, $H_5$ (circles, $\circ$), $H_7$ (triangles, $\triangle$) and $H_6$ (pluses, $+$) in the three-class case. Classes 1, 2 and 3 represent classes $X$, $Y$, and $Z$, respectively. The horizontal axis labels are $1=(10, 10, 10)$, $2=(10, 10, 30)$, $3=(10, 10, 50)$, $4=(10, 30, 30)$, $5=(10, 30, 50)$, $6=(30, 30, 30)$, $7=(10, 50, 50)$, $8=(30, 30, 50)$, $9=(30, 50, 50)$, $10=(50, 50, 50)$, $11=(50, 50, 100)$, $12=(50, 100, 100)$, $13=(100, 100, 100)$.](image)
In the pattern generated, appropriate choices of \( r_y \) (and \( r_z \)) values will imply association between classes \( X \) and \( Y \) (and \( X \) and \( Z \)). The three association alternatives are as

\[
H^1_A : r_y = 1/7, r_z = 1/10, \quad H^2_A : r_y = 1/10, r_z = 1/20, \quad H^3_A : r_y = 1/13, r_z = 1/30.
\]

Observe that, from \( H^1_A \) to \( H^3_A \) (i.e. as \( r_y \) decreases), the association between \( X \) and \( Y \) gets stronger in the sense that \( Y \) points tend to be found more and more frequently around the \( X \) points. The same holds for \( X \) and \( Z \) points as \( r_z \) decreases. Furthermore, by construction, classes \( X \) and \( Z \) are more associated compared with classes \( X \) and \( Y \). On the other hand, classes \( Y \) and \( Z \) are not associated, but perhaps are mildly segregated (Figures 4 and 5).

We present the empirical power estimates using the asymptotic critical values in Figure 6. Observe that for each sample size combination, as the association gets stronger, the power estimates tend to be higher. For all sample size combinations, NN class-specific tests have better performance in terms of power in the sense that the highest power estimate for the three NN class-specific tests tends to be larger than the highest power estimate for the three base class-specific test at each sample size combination. Moreover, among the base class-specific tests, the one for class 3 (i.e. class \( Z \)) has the highest power, while among the NN class-specific tests, the one for class 1 (i.e. class \( X \)) has the highest power estimates.

**Remark 6.** *Edge correction for the NNCT tests.* The CSR independence pattern assumes that the study region is unbounded for the analyzed pattern, which is not the case in practice. So, the edge (or boundary) effects might confound the test results in the analysis of empirical (i.e. bounded) data sets if the null pattern is CSR independence and much effort has gone into the development of edge correction methods (Yamada and Rogersen, 2003). Two correction methods for the edge effects on NNCT tests, namely buffer zone correction and toroidal correction, are investigated in Ceyhan (2007, 2008b) where it is shown that the empirical sizes of the NNCT tests are not affected by the toroidal edge correction under CSR.
Fig. 6. The empirical power estimates based on asymptotic critical values for Dixon’s overall test, base class-specific tests and NN class-specific tests under the association alternatives \( H^1 \) (circles, ◦), \( H^2 \) (triangles, △) and \( H^3 \) (pluses, +) in the three-class case. The horizontal axis labels are as in Figure 4. Classes 1, 2, and 3 represent classes X, Y and Z respectively.

Independence. However, toroidal correction is biased for non-CSR patterns. In particular if the pattern outside the plot (which is often unknown) is not the same as that inside it, it yields questionable results (Haase 1995 and Yamada and Rogersen 2003). The bias is more severe especially when there are clusters around the edges. Under CSR independence, the (outer) buffer zone edge correction method seems to have a slightly stronger influence on the tests compared with toroidal correction. However, for these tests, buffer zone correction does not change the sizes significantly for most sample size combinations. This is in agreement with the findings of Barot, Gignoux and Menant (1999) who say that NN methods only require a small buffer area around the study region. A large buffer area does not help much as one only needs to be able to see far enough away from an event to find its NN.
Once the buffer area extends past the likely NN distances (i.e. about the average NN distances), it is not adding much helpful information for NNCTs. Hence, we recommend inner or outer buffer zone correction for NNCT tests with the width of the buffer area being about the average NN distance. We do not recommend larger buffer areas, as they are wasteful with little additional gain.

8 Examples

We illustrate the tests on three example data sets: an ecological data set (swamp tree data), an epidemiological data set (leukemia data) and an MRI data set (pyramidal neuron data).

8.1 Swamp tree data

GOOD and WHipple (1982) considered the spatial patterns of tree species along the Savannah River, South Carolina, USA. From this data, DIXON (2002b) used a single 50 m × 200 m rectangular plot to illustrate NNCT methods. All live or dead trees with 4.5 cm or more dbh (diameter at breast height) were recorded together with their species. Hence, it is an example of a realization of a marked multivariate point pattern. The plot contains 13 different tree species, four of which comprising over 90% of the 734 tree stems. The remaining tree stems were categorized as ‘other trees’. The plot consists of 215 water tupelo (Nyssa aquatica), 205 black gum (Nyssa sylvatica), 156 Carolina ash (Fraxinus caroliniana), 98 bald cypress (Taxodium distichum) and 60 stems of eight additional species (i.e. other species). A 5 × 5 NNCT analysis is conducted for this data set. If segregation among the less frequent species were important, a more detailed 13 × 13 NNCT analysis should be performed. The locations of these trees in the study region are plotted in Figure 7 and the corresponding 5 × 5 NNCT together with percentages based on row and column sums are provided in Table 3. For example, for black gum as the base species and Carolina ash as the NN species, the cell count is 26 which is 13% of the 205 black gums (which is 28% of all trees) and 15% of the 171 times Carolina ashes serves as NN (which is 23% of all trees). Observe that the percentages and Figure 7 are suggestive of segregation for all tree species, especially for Carolina ashes, water tupelos, black gums and the other trees, as the observed percentage of species with themselves as the NN is much larger than the marginal (row or column) percentages.

The locations of the tree species can be viewed a priori resulting from different processes; so, the more appropriate null hypothesis is the CSR independence pattern. Hence, our inference will be a conditional one (see Remark 1). We calculate $Q = 472$ and $R = 454$ for this data set. We present the overall test of segregation, class-specific test statistics and the associated $P$-values in Table 4, where $p_{asy}$ stands for the $P$-value based on the asymptotic approximation (i.e. the corresponding chi-squared distribution), $p_{mc}$ is the $P$-value based on 10,000 Monte Carlo replication of the CSR independence pattern in the same plot and $p_{rand}$ is based on Monte Carlo
Fig. 7. The scatter plot of the locations of water tupelos (triangles △), black gum trees (pluses +), Carolina ashes (crosses ×), bald cypress trees (diamonds ♦) and other trees (inverse triangles ▽) in the swamp tree data.

Table 3. The NNCT for swamp tree data (top), the percentages of each row, i.e. the percentages of tree species serving as NN to each tree species (middle) and the percentages of each column, i.e. the percentages of tree species serving as base to each tree species (bottom).

<table>
<thead>
<tr>
<th>NN</th>
<th>Base</th>
<th>WT</th>
<th>BG</th>
<th>CA</th>
<th>BC</th>
<th>OT</th>
<th>sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>sum</td>
<td></td>
<td>112</td>
<td>40</td>
<td>29</td>
<td>20</td>
<td>14</td>
<td>215</td>
</tr>
<tr>
<td>WT</td>
<td></td>
<td>38</td>
<td>117</td>
<td>26</td>
<td>16</td>
<td>8</td>
<td>205</td>
</tr>
<tr>
<td>BG</td>
<td></td>
<td>23</td>
<td>23</td>
<td>82</td>
<td>22</td>
<td>6</td>
<td>156</td>
</tr>
<tr>
<td>CA</td>
<td></td>
<td>19</td>
<td>29</td>
<td>29</td>
<td>14</td>
<td>7</td>
<td>98</td>
</tr>
<tr>
<td>BC</td>
<td></td>
<td>7</td>
<td>8</td>
<td>5</td>
<td>7</td>
<td>33</td>
<td>60</td>
</tr>
<tr>
<td>OT</td>
<td></td>
<td>199</td>
<td>217</td>
<td>171</td>
<td>79</td>
<td>68</td>
<td>734</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>NN</th>
<th>WT</th>
<th>BG</th>
<th>CA</th>
<th>BC</th>
<th>OT</th>
<th>sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td></td>
<td>52%</td>
<td>19%</td>
<td>13%</td>
<td>9%</td>
<td>7%</td>
<td>29%</td>
</tr>
<tr>
<td>BG</td>
<td></td>
<td>19%</td>
<td>57%</td>
<td>13%</td>
<td>8%</td>
<td>4%</td>
<td>28%</td>
</tr>
<tr>
<td>CA</td>
<td></td>
<td>15%</td>
<td>15%</td>
<td>53%</td>
<td>14%</td>
<td>4%</td>
<td>21%</td>
</tr>
<tr>
<td>BC</td>
<td></td>
<td>19%</td>
<td>30%</td>
<td>30%</td>
<td>14%</td>
<td>7%</td>
<td>13%</td>
</tr>
<tr>
<td>OT</td>
<td></td>
<td>12%</td>
<td>13%</td>
<td>8%</td>
<td>12%</td>
<td>55%</td>
<td>8%</td>
</tr>
<tr>
<td>sum</td>
<td></td>
<td>56%</td>
<td>18%</td>
<td>17%</td>
<td>25%</td>
<td>21%</td>
<td>21%</td>
</tr>
</tbody>
</table>

WT, water tupelo; BG, black gum; CA, Carolina ash; BC, bald cypress; OT, other tree species.

randomization of the labels on the given locations of the trees 10,000 times. Observe that \( p_{asy} \), \( p_{mc} \) and \( p_{rand} \) are similar for each test. Overall test of segregation is significant implying significant deviation from the CSR independence pattern for at least one of the tree species. Base class-specific tests are all significant for all species but bald cypresses, implying significant deviation in rows than expected under CSR independence, except for bald cypress trees. These findings are in agreement with the results of Dixon (2002b). NN class-specific tests are significant for all species but bald cypresses, implying significant deviation in columns than expected under
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Table 4. The chi-squared statistics for the overall and base class- and NN class-specific segregation tests and the corresponding P-values for the swamp tree data.

<table>
<thead>
<tr>
<th></th>
<th>Chi-squared statistic</th>
<th>(p_{asy})</th>
<th>(p_{mc})</th>
<th>(p_{rand})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>275.64</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Base</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WT</td>
<td>42.27</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>BG</td>
<td>65.13</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>CA</td>
<td>70.99</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>BC</td>
<td>70.09</td>
<td>0.1313</td>
<td>0.1315</td>
<td>0.1291</td>
</tr>
<tr>
<td>OT</td>
<td>117.48</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>NN</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WT</td>
<td>61.37</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>BG</td>
<td>75.96</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>CA</td>
<td>810.06</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>BC</td>
<td>10.73</td>
<td>0.0571</td>
<td>0.0611</td>
<td>0.0518</td>
</tr>
<tr>
<td>OT</td>
<td>118.23</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>

\(p_{asy}\) stands for the P-value based on the asymptotic approximation, \(p_{mc}\) is the P-value based on 10,000 Monte Carlo replication of the CSR independence pattern in the same region and \(p_{rand}\) is based on Monte Carlo randomization of the labels on the given locations of the trees 10,000 times. WT, water tupelo; BG, black gum; CA, Carolina ash; BC, bald cypress; and OT, other tree species.

CSR independence for all species except for bald cypress trees. Hence, except for bald cypresses, each tree species seems to result from a (perhaps) different first-order inhomogeneous Poisson process.

On the basis of the NNCT tests above, we conclude that tree species exhibit significant deviation from the CSR independence pattern (except for bald cypresses) toward the segregation of the species. Then, we might also be interested in the causes of the segregation and the type and level of interaction between the tree species at different scales (i.e. distances between the trees). To answer such questions, we also present the second-order analysis of the swamp tree data. We calculate Ripley’s (univariate) \(L\)-function, \(L(t)\), under CSR, \(L(t) – t = 0\) holds. If the univariate pattern exhibits aggregation, then \(L(t) – t\) tends to be positive, if it exhibits regularity then \(L(t) – t\) tends to be negative. For a rectangular region, it is recommended to use \(t\) values up to one-fourth of the length of the smaller side of the rectangle to reduce the bias (see Diggle, 2003 for more detail). So, we take the values \(t \in [0, 12.5]\) in our analysis. In Figure 8, we present the plots of \(\hat{L}_{ij}(t) – t\) functions together with the upper and lower (pointwise) 95% confidence bounds for each species as well as the plot of all trees combined.

We also calculate Ripley’s bivariate \(L\)-function, \(L_{ij}(t)\), under CSR independence, \(L_{ij}(t) – t = 0\) holds. If the bivariate pattern is segregation, then \(L_{ij}(t) – t\) tends to be negative; if it is association then \(L_{ij}(t) – t\) tends to be positive (see Diggle, 2003 for more detail). In Figure 9, we present the bivariate plots of \(\hat{L}_{ij}(t) – t\) functions together with the upper and lower (pointwise) 95% confidence bounds for each pair of species (due to the symmetry of \(L_{ij}(t)\), we plot only the 10 different pairs).

However, Ripley’s \(K\)-function is cumulative; so, interpreting the spatial interaction at larger distances is problematic (Wiegand et al. 2007) and the results based
E. Ceyhan

Fig. 8. Second-order properties of swamp tree data. Functions plotted are Ripley’s univariate $L$-functions $L_{ij}(t) - t$ for $i = 0, 1, \ldots, 5$, where $i = 0$ stands for all species combined, $i = 1$ for water tupelos, $i = 2$ for black gums, $i = 3$ for Carolina ashes, $i = 4$ for bald cypresses, and $i = 5$ for other trees. Wide dashed lines around 0 are the upper and lower 95% confidence bounds for the $L$-functions based on Monte Carlo simulation under CSR independence.

on Ripley’s $L$-function is reliable at about the average NN distances (Ceyhan 2008c). In particular, for the swamp tree data, average NN distance ($\pm$ standard deviation) is about 1.8 ($\pm$1.04) m; so, we consider the distances about 2 m in Figures 8 and 9. In Figure 8, observe that for all trees combined there is significant aggregation of trees (the $L_{00}(t) - t$ curve is above the upper confidence bound). Water tupelos, Carolina ashes, and other trees exhibit significant aggregation for $t \approx 2$ m. Black gums and bald cypresses exhibit no deviation from CSR independence for $t \lesssim 2$ m. Hence, segregation of the species might be due to different levels and types of aggregation of the species in the study region. In Figure 9, observe that water tupelos and black gums exhibit significant segregation ($L_{12}(t) - t$ is below the lower confidence bound), water tupelos and Carolina ashes are significantly segregated and black gum and other trees are significantly segregated for $t \approx 2$ m. On the other hand, bald cypresses and other trees are significantly segregated for distances $t \approx 2$ m. All other pairs do not have significant deviation from the CSR independence pattern for distances up to 2 m.

For distances larger than the average NN distance, the (accumulative) pair correlation function $g(t)$ is better for analyzing the spatial interaction (Stoyan and Stoyan, 1994). The pair correlation function of a (univariate) stationary point process is defined as $g(t) = K'(t)/2\pi t$ where $K'(t)$ is the derivative of $K(t)$. The same
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Fig. 9. Second-order properties of swamp tree data. Functions plotted are Ripley’s bivariate $L$-functions $\hat{L}_{ij}(t) - t$ for $i, j = 1, 2, \ldots, 5$ and $i \neq j$ where subscript labeling is as in Figure 8. Wide dashed lines around 0 are the upper and lower 95% confidence bounds for the $L$-functions based on Monte Carlo simulations under the CSR independence pattern. WT, water tupelo; BG, black gum; CA, Carolina ash; BC, bald cypress; OT, other tree species.
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definition of the pair correlation function can be applied to Ripley’s bivariate $K$- or $L$-functions as well. However, the pair correlation function estimates might have critical behavior for small $t$ if $g(t) > 0$, as the estimator variance and hence the bias are considerably large. This problem gets worse especially in cluster processes (Stoyan and Stoyan 1996). So, pair correlation function analysis is more reliable for larger distances and it is safer to use $g(t)$ for distances larger than the average NN distance in the data set. The pair correlation functions for the swamp tree data are presented in Ceyhan (2008a) where we see that Ripley’s $L$ and pair correlation functions usually detect the same large-scale pattern but at different ranges of distance values. Ripley’s $L$ suggests that the particular pattern is significant for a wider range of distance values compared with $g(t)$, as values of $L$ at small scales confound the values of $L$ at larger scales where $g(t)$ is more reliable to use (Loosemore and Ford (2006).

While second-order analysis (using Ripley’s $K$- and $L$-functions or pair correlation function) provides information on the univariate and bivariate patterns at all scales (i.e. for all distances), NNCT tests summarize the spatial interaction for the smaller scales (for distances about the average NN distance in the data set). It is interesting to observe that both methods indicate that bald cypresses have a very different pattern compared with that of others.

8.2 Leukemia data

Cuzick and Edwards (1990) considered the spatial locations of 62 cases of childhood leukemia in the North Humberside region of the UK between the years 1974 and 1982 (inclusive). A sample of 143 controls are selected using the completely randomized design from the same region. We analyze the spatial distribution of leukemia cases and controls in this data using a $2 \times 2$ NNCT. We plot the locations of these points in the study region in Figure 10 and provide the corresponding NNCT together with percentages based on row and column sums in Table 5. Observe that the percentages in the diagonal cells are about the same as the marginal (row or column) percentages of the subjects in the study, which might be interpreted as the lack of any deviation from the null case for both classes. Figure 7 is also supportive of this observation.

We can assume that some processes affect a posteriori the population of North Humberside region so that some of the individuals get to be cases, while others continue to be healthy (i.e. they are controls). So, the appropriate null hypothesis is the RL pattern. We calculate $Q = 152$ and $R = 142$ for this data set. In Table 6, we present the overall test of segregation, class-specific test statistics and the associated $P$-values based on the asymptotic approximation, Monte Carlo simulation and Monte Carlo randomization methods. Observe that $p_{asy}$, $p_{mc}$, and $p_{rand}$ are similar for each test and none of the tests yields a significant result.

On the basis of the NNCT tests above, we conclude that the cases and controls do not exhibit significant clustering (i.e. segregation). However, NNCT methods
provide information only on spatial interaction for distances about expected NN distance in the data set; so, it might be the case that the type and level of interaction might still be different at larger scales (i.e. distances between the subjects’ locations). However, the locations of the subjects in this population (cases and controls together) seem to be from an inhomogeneous Poisson process (see also Figure 10). Hence, Ripley’s K- or L-functions in the general form are not appropriate to test for the spatial clustering of the cases (KULLDORFF, 2006). However, DIGGLE (2003) suggests a version based on Ripley’s univariate K-functions as \( D(t) = K_{11}(t) - K_{22}(t) \) where \( K_{ii}(t) \) stands for Ripley’s univariate K-function for class \( i \). In this set-up, the case of ‘no spatial clustering’ is equivalent to RL of cases and controls on the locations in the sample, which implies \( D(t) = 0 \), as \( K_{22}(t) \) measures the degree of spatial aggregation of the controls (i.e. the population at risk), while \( K_{11}(t) \) measures this
Table 6. The chi-squared statistics for the overall, base- and NN-class-specific segregation tests and the corresponding $P$-values for the North Humberside childhood leukemia data.

<table>
<thead>
<tr>
<th></th>
<th>Chi-squared statistic</th>
<th>$p_{asy}$</th>
<th>$p_{mc}$</th>
<th>$p_{rand}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall$^*$</td>
<td>2.25</td>
<td>0.3249</td>
<td>0.3303</td>
<td>0.3519</td>
</tr>
<tr>
<td>Base Case</td>
<td>1.44</td>
<td>0.2293</td>
<td>0.2266</td>
<td>0.2389</td>
</tr>
<tr>
<td>Control</td>
<td>1.65</td>
<td>0.1995</td>
<td>0.2041</td>
<td>0.2237</td>
</tr>
</tbody>
</table>

$P$-value labeling is as in Table 4.

$^*$Only the overall test statistics are provided as NN class-specific tests and overall tests are identical in the two-class case.

Fig. 11. Second-order analysis of North Humberside childhood leukemia data: Function plotted is Diggle’s modified bivariate $K$-function $\hat{D}(t) = \hat{K}_{11}(t) - \hat{K}_{22}(t)$ with $i=1$ for leukemia cases and $i=2$ for controls. Wide dashed lines around 0 are plus and minus two standard errors of $\hat{D}(t)$ under RL of cases and controls.

same spatial aggregation plus any additional clustering due to the disease. The test statistic $D(t)$ is estimated by $\hat{D}(t) = \hat{K}_{11}(t) - \hat{K}_{22}(t)$. Figure 11 shows the plot of $\hat{D}(t)$ plus and minus two standard errors under RL. Observe that at distances about 200 and 600 m, there is evidence for mild clustering of diseases (i.e. segregation of cases from controls) as the empirical function $\hat{D}(t)$ gets close to or a little above the upper limit. At smaller scales, plot in Figure 11 is consistent with the results of the NNCT analysis. In particular, average NN distance for leukemia data is $700 \pm 1400$ m, and NNCT analysis summarizes the pattern for about $t=1000$ m which is depicted in Figure 11. This same data set was also analyzed by Diggle (2003, 131–132) and similar plots and results were obtained.
8.3 Pyramidal neuron data

This data set gives the \((x,y)\) coordinates of pyramidal neurons in area 24, layer 2 of the cingulate cortex. The data are taken from a unit square region (unit of measurement unknown) in each of 31 subjects, grouped as follows: controls consists of 12 subjects and correspond to cell numbers 1–655, schizoaffectives consists of nine subjects and correspond to cell numbers 656–1061 and schizophrenics consists of 10 subjects and correspond to cell numbers 1062–1400. Controls are the subjects with no previous history of any mental disorder, schizoaffective disorder is a psychiatric disorder where both the symptoms of mood disorder and psychosis occur and schizophrenia is a psychotic disorder characterized by severely impaired thinking, emotions and behavior. **Diggle**, **Lange** and **Benes** (1991) applied several methods for the analysis of the spatial distributions of pyramidal neurons in the cingulate cortex of human subjects in three diagnostic groupings. With a scaled Poisson analysis, they found significant differences between the groups in the mean numbers of neurons in the sampled region, as well as a high degree of extra-Poisson variation in the distribution of cell counts within these groups. They employed two different functional descriptors of spatial pattern for each subject to investigate departures from completely random patterns, both between subjects and between groups, while adjusting for cell count differences. As the distributions of their main functional pattern descriptor and of their derived test statistic are unknown, they applied a bootstrap procedure to attach \(P\)-values to their findings.

As the definition of the rectangular domain for identifying neuron positions is independent of neuronal cell density or the pattern and this sampling domain is almost identical for each subject, **Diggle**, **Lange** and **Benes** (1991) merged (pooled) the data for each group. That is, the pyramidal neuron locations from control subjects were pooled into one group, from schizoaffective into another, and schizophrenic into another. Although the spatial distributions between subjects are not the same, we think pooling the data by group might reveal more than what might be concealed. **Diggle et al.** (1991) computed and compared Ripley’s univariate \(K\)-functions to detect differences between patterns across the three groups. Pattern analysis of the cellular arrangements demonstrated significant departures from CSR in favor of spatial regularity for each group, in particular for schizophrenics. On the pooled data, we also apply multivariate pattern tests. In particular, we apply a \(3 \times 3\) NNCT analysis and Ripley’s bivariate \(L\)-functions (in addition to the univariate \(L\)-functions).

We plot the locations of these points in the study region in Figure 12 and provide the corresponding NNCT together with percentages based on row and column sums in Table 7. Observe that the pyramidal neuron locations appear to be somewhat regularly spaced, especially for schizophrenics. Moreover, the percentages are slightly smaller for the diagonal cells, especially for the controls, compared with the marginal (row or column) percentages, which might be interpreted as the presence of a deviation from CSR independence in favor of association.
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The locations of the pyramidal neurons can be viewed *a priori* resulting from different processes; so, the more appropriate null hypothesis is the CSR independence pattern. We calculate \( Q = 888 \) and \( R = 892 \) for this data set. In Table 8, we present the overall test of segregation, class-specific test statistics and the associated \( P \)-values based on the asymptotic approximation, Monte Carlo simulation and Monte Carlo randomization. Observe that \( p_{\text{asy}}, p_{\text{mc}} \) and \( p_{\text{rand}} \) are similar for each test. The overall test of segregation is not significant; however, base class- and NN class-specific tests are significant for controls only, implying significant deviation in row 1 and column 1 (i.e. row and column for controls) than expected under CSR independence. On the basis of the NNCT for this data set, we observe that the
Table 8. The chi-squared statistics for the overall, base class- and NN class-specific segregation tests and the corresponding $P$-values for the pyramidal neuron data.

<table>
<thead>
<tr>
<th>Chi-squared statistic</th>
<th>$p_{asy}$</th>
<th>$p_{mc}$</th>
<th>$p_{rand}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>9.91</td>
<td>0.1283</td>
<td>0.1271</td>
</tr>
<tr>
<td>Base</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ctrl</td>
<td>7.43</td>
<td>0.0243</td>
<td>0.0267</td>
</tr>
<tr>
<td>S.A.</td>
<td>4.19</td>
<td>0.1229</td>
<td>0.1208</td>
</tr>
<tr>
<td>Sch.</td>
<td>3.12</td>
<td>0.2098</td>
<td>0.2104</td>
</tr>
<tr>
<td>NN</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ctrl</td>
<td>9.57</td>
<td>0.0226</td>
<td>0.0229</td>
</tr>
<tr>
<td>S.A.</td>
<td>6.36</td>
<td>0.0953</td>
<td>0.0968</td>
</tr>
<tr>
<td>Sch.</td>
<td>2.91</td>
<td>0.4060</td>
<td>0.4052</td>
</tr>
</tbody>
</table>

$P$-value labeling is as in Table 4. Ctrl, control; S.A. schizoaffective; and Sch; Schizophrenics.

Fig. 13. Second-order properties of pyramidal neuron cells. Functions plotted are Ripley’s univariate $L$-functions $\hat{L}_{ii}(t) - t$ for $i = 1, 2, 3$ where $i = 1$ for controls, $i = 2$ for schizoaffectives and $i = 3$ for schizophrenics. Wide dashed lines around 0 are the upper and lower 95% confidence bounds for the $L$-functions based on Monte Carlo simulations under CSR independence.

deviation is toward association of controls with schizoaffectives and vice versa. As mentioned in Diggle et al. (1991), the locations of the pyramidal neurons for controls and schizoaffectives are more similar than those of schizophrenics. Thus, it is possible to support the idea that alterations of cortical function may occur in schizophrenics, which might agree with an earlier suggestion that neuronal numbers are lower in the cerebral cortex of schizophrenic patients.

On the basis of the NNCT tests above, we conclude that the pyramidal neurons exhibit significant deviation from the CSR independence pattern for the control subjects toward the association of controls and schizoaffectives. Then, to find out what might be causing the association, and what is the type and level of interaction at different scales, we plot Ripley’s (univariate) $L$-function for all data combined and for each (pooled) group in Figure 13 where the upper and lower 95% confidence bounds are also provided. As Ripley’s $L$ is reliable for about the average NN distance [the average NN distance for this data set is 0.014 (±0.007)], we only consider distances up to 0.02. For small scales ($t \approx 0.02$), controls and schizophrenics exhibit significant regularity, while schizoaffectives do not significantly deviate from the CSR pattern. This is along the lines of the NNCT analysis results, which
Fig. 14. Second-order properties of pyramidal neuron cells. Functions plotted are Ripley’s bivariate $L$-functions $\hat{L}_{ij}(t) - t$ (right) for $i \neq j$ where $i = 1$ for controls, $i = 2$ for schizoaffectives and $i = 3$ for schizophrenics. Wide dashed lines around 0 are the upper and lower 95% confidence bounds for the $L$-functions based on Monte Carlo simulations under the CSR independence pattern. Indicate deviation from CSR independence at smaller scales. The significant spatial regularity of the schizophrenics and controls might explain the association of neurons of controls and schizoaffectives. We also plot Ripley’s bivariate $L$-function together with the upper and lower 95% confidence bounds in Figure 14. Observe that for small scales ($t \approx 0.02$) controls and schizoaffectives exhibit significant spatial association, and so do the controls and schizophrenics. So, at smaller scales (i.e. $t \lesssim 0.02$) the univariate and bivariate $L$-functions seem to be in agreement with the NNCT results which indicate the association of controls and schizophrenics. For larger distances, the pair correlation functions are more reliable and are presented in (Ceyhan 2008a).

9 Discussion and Conclusions

In this article, we consider (Dixon’s) overall and base class-specific tests and introduce NN class-specific tests of segregation based on NNCTs. These NNCT tests are used in testing various forms of randomness in the NN structure between two or more classes. The overall test is used for testing any deviation from randomness in the cells of the NNCT; base class-specific tests are used for testing any deviation from randomness in the NN distribution of the base class in question (i.e. any deviation in the corresponding row); NN class-specific tests are used for testing any deviation from randomness in the base distribution of the classes to which the class in question serves as the NN (i.e. any deviation in the corresponding column). The randomness in the NN structure is implied by the CSR independence or RL patterns. However, we demonstrate that under the CSR independence pattern, NNCT tests are conditional on $Q$ and $R$, while under the RL pattern, they are unconditional tests.

On the basis of our Monte Carlo simulations, we conclude that the asymptotic approximation for the NNCT tests is appropriate only when each cell count in the NNCT is larger than 5. The tests tend to be conservative when the row or column
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...they pertain to contain cell(s) whose count(s) is(are) \( \leq 5 \). Dixon (1994) recommends Monte Carlo randomization when some cell count(s) are \( \leq 5 \) in a NNCT for the overall segregation test, we extend this recommendation for the base class and NN class-specific tests. A cell in the NNCT has a high probability of being \( \leq 5 \), when at least one sample size is \( \leq 10 \) or when relative abundances (i.e. sample sizes) are very different. For large samples, the NNCT tests have similar empirical significance levels which are about the nominal level. For larger samples, the tests yield empirical sizes that are about the desired nominal level. Under the segregation alternatives, for large samples with similar sizes, we conclude that NN class-specific tests have higher power; when at least one sample is small, base class-specific test for the smaller (larger) class has the highest (lowest) power estimates. Under the association alternatives, we observe that when at least one sample size is small, base class-specific test for the smaller class has extremely poor performance, while for the larger class it has higher power than the NN class-specific tests. On the other hand, for larger samples, base class-specific test for the largest (smallest) class has the highest (lowest) power. However, base-class- and NN class-specific tests answer related but different questions, so it is not appropriate to compare the NNCT tests. Thus, we recommend both of the base-class- and NN class-specific tests to get more information on different aspects of the NN structure.

NNCT tests summarize the pattern in the data set for small scales; more specifically, they provide information on the pattern around the average NN distance between the points. On the other hand, pair correlation function \( g(t) \) and Ripley’s classical \( K \)- or \( L \)-functions and other variants provide information on the pattern at various scales. Ripley’s classical \( K \)- or \( L \)-functions can be used for testing (i.e., inference) when the null pattern can be assumed to be CSR independent; i.e., when the null pattern assumes first-order homogeneity for each class. When the null pattern is the RL of points from an inhomogeneous Poisson process, they are not appropriate (Kulldorff 2006). Diggle’s \( D \)-function is a modified version of Ripley’s \( K \)-function (Diggle 2003) and adjusts for any inhomogeneity in the locations of, e.g. cases and controls. Furthermore, there are variants of \( K(t) \) that explicitly correct for inhomogeneity (see Baddeley, Möller and Waagepetersen, 2000). Ripley’s \( K \)-, Diggle’s \( D \)- and pair correlation functions are designed to analyze univariate or bivariate spatial interaction at various scales (i.e. inter-point distances). Our examples illustrate that for distances around the average NN distance (i.e. for small scales), NNCT tests and Ripley’s \( L \)- and Diggle’s \( D \)-functions yield similar but not identical results.

The overall NNCT test and Ripley’s \( L \)-function provide similar information in the two-class case at small scales. For \( q > 2 \) classes, overall tests provide information on the (small-scale), while the Ripley’s \( L \)-function requires performing all bivariate spatial interaction analysis. On the other hand, the class-specific tests can serve as a means of post hoc analysis when the overall test is significant. Furthermore, the class-specific tests are testing the spatial interaction of one class, say class \( i \), with all classes (including class \( i \)) as part of the multivariate interaction between
all the classes. On the other hand, Ripley’s univariate $K$- or $L$-functions are restricted to one class and bivariate $K$- or $L$-functions are restricted to two classes they pertain to, ignoring the potentially important multivariate interaction between all classes in the study area. However, there are forms of the $J$-function which is derived from the well-known $G$ and $F$ functions (van Lieshout and Baddeley 1999) and deal with this multitype setting (i.e. consider the pattern of type $i$ in the context of the pattern of all other types). van Lieshout and Baddeley (1999) define two basic types of $J$-functions. First is a type-$i$-to-type-$j$ function which considers the points of type $i$ in the context of the points of type $j$. The second one is the type-$i$-to-any-type function which considers the points of type $i$ in the context of points of all types including type $i$. Other forms can be derived from them by re-defining the types. For example, if we want to consider the points of type $i$ in the context of points of all other types, we collapse all the other types $j \neq i$ into a single type $i'$ and then use the type-$i$-to-type-$i'$ function. Several authors have written about the bivariate $K$-function, which is of the type-$i$-to-type-$j$ form (Diggle and Haase 1995; Diggle 2003). Type-$i$-to-type-$j$ $K$-function can easily be modified to type-$i$-to-any-type $K$-function. Thus, essentially there is only one family of multi-type $K$-functions in the literature. However type-$i$-to-type-$j$ $K$-function is comparable with a NNCT analysis based on a $2 \times 2$ NNCT restricted to the classes $i$ and $j$. Similarly, type-$i$-to-type-$i'$ $K$-function is comparable with the NNCT analysis based on a $2 \times 2$ NNCT with classes $i$ and the rest of the classes labeled as $i'$. Furthermore, type-$i$-to-type-$i'$ $K$-function provides similar information with the base class-specific test for class $i$ at small scales, but the $K$-function ignores the interaction of class $i$ with itself. On the other hand, by definition none of the variants of the $K$-function is comparable with the NN class-specific tests, as they provide information on very different aspects of the spatial interaction between classes. As the pair correlation functions are derivatives of Ripley’s $K$-function, most of the above discussion holds for them also, except that $g(t)$ is reliable only for large-scale interaction analysis. Hence, NNCT tests and pair correlation function are not comparable but provide complimentary information about the pattern in question.

For a data set for which CSR independence is the reasonable null pattern, we recommend the overall segregation test if the question of interest is the spatial interaction at small scales (i.e. about the mean NN distance). If it yields a significant result, then to determine which classes have significant spatial interaction with themselves and all other classes, the class-specific tests can be performed. One can also perform Ripley’s $K$- or $L$-function and only consider distances up to about the average NN distance and compare the results with those of NNCT analysis. If the spatial interaction at higher scales is also of interest, pair correlation function is recommended (Loosmore and Ford 2006). On the other hand, when the RL pattern is the reasonable null pattern for the data, we recommend the NNCT tests if the small-scale interaction is of interest and Diggle’s $D$-function if the spatial interaction at higher scales is also of interest.
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