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Abstract

One of the standard problems in statistics consists of determining the relationship between a response variable and a single predictor variable through a regression function. Background scientific knowledge is often available that suggests the regression function should have a certain shape (e.g., monotonically increasing or concave) but not necessarily a specific parametric form. Bernstein polynomials have been used to impose certain shape restrictions on regression functions. The Bernstein polynomials are known to provide a smooth estimate over equidistant knots. Bernstein polynomials are used in this paper due to their ease of implementation, continuous differentiability, and theoretical properties. In this work, we demonstrate a connection between the monotonic regression problem and the variable selection problem in the linear model. We develop a Bayesian procedure for fitting the monotonic regression model by adapting currently available variable selection procedures. We demonstrate the effectiveness of our method through simulations and the analysis of real data.
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1 Introduction

Much of applied statistics consists of determining the relationship among several variables. This relationship is often represented by assuming a response variable is a stochastic function of one or more predictor variables. Substantive background information often exists that dictates the functional relationship between the response and predictors should exhibit certain shape restrictions. Examples of this can be found in nearly all areas of applied statistics. In biomedical applications, dose response models are assumed to be non-decreasing with the possibility that the dose-response relationship is flat over certain regions. In distance sampling (Buckland et al., 2001), the probability that an observer collecting data will detect a hidden object is assumed to be monotonically decreasing in the distance between the object and the observer. In survival analysis, the survivor function is non-increasing. In reliability and survival analysis, the hazard rate and the failure rate are often assumed to have a “U” shape (Reboul, 2005). In actuarial studies, the mean residual life function \( m(x) \) must satisfy the shape restrictions \( m'(x) + 1 \geq 0 \) and \( m(x) \geq 0 \). In microeconomics, the assumption of diminishing marginal returns of factor inputs restricts the production possibilities frontier to be concave. Similarly, in the theory of the consumer, the assumption of diminishing marginal rate of substitution restricts indifference curves to be convex (Nicholson, 1992). In microarray analysis, the time-course expression of a virus gene is thought to follow a unimodal shape with an initial expression of zero, followed by a period of increasing expression, and then a period of decreasing expression (Chien et al., 2009).

The general regression model with shape restriction can be described as follows:

\[
y_i = f(x_i) + \epsilon_i, \quad i = 1, \ldots, n,
\]

where \((x_i, y_i)\) denotes a pair of independently observed predictor and response variables and the regression function \( f(x) = E[Y|X = x] \) is assumed to belong to a class of (smooth) func-
tions having some restrictions on their shapes. The errors are assumed to be independently and identically distributed (iid) with mean 0 and fixed but unknown variance not depending on $x$.

Shape restricted regression has a long history in the literature. Studies on shape-restricted regression begin with Hildreth (1954) who proposes a method for estimating points along a concave function and Brunk (1955) who presents maximum likelihood estimators for estimating monotone restrictions on parameters. Barlow et al. (1972) propose the pool-adjacent-violators (PAV) algorithm for fitting an isotonic regression function, which averages over adjacent observations that do not satisfy the isotonicity restraint. Gallant and Golub (1984) explore the use of Fourier flexible forms to impose shape restrictions. Friedman and Tibshirani (1984) combine methods from a running average smoother and the PAV algorithm to obtain a smooth isotonic regression estimator. Ramsay (1988) derives a basis for a monotone regression spline by integrating $M$-splines. Mukerjee (1988) proposes kernel methods for smoothing the isotonic estimator of Brunk (1958). Mammen et al. (2001) propose a projection method for constraining smoothers and demonstrate their method on a remarkable array of examples. Hall and Huang (2001) develop a method that monotonizes standard kernel smoothers by the inclusion of a discrete probability distribution on the values of the predictor variable. More recently, Wang and Li (2008) use cubic smoothing splines for isotonic regression. They derive conditions on the parameters of cubic smoothing splines that enforce isotonicity and provide a second-order cone programming algorithm to estimate the parameters. However, one major limitation of these aforementioned methods is that there is no universal method to obtain confidence bands (even based on asymptotic theory) around the regression curve estimate that preserve the shape restriction. One of the advantages of our proposed method is that confidence bands are readily obtained using the posterior quantiles.

The approach we take in this paper uses Bernstein polynomials to approximate the un-

Tenbusch (1997) proved many desirable theoretical properties of nonparametric regression function with Bernstein polynomials. These properties include pointwise consistency, asymptotic normality, and uniform consistency of the Bernstein regression estimator. In particular, Tenbusch (1994, 1997) showed that the mean squared error of Bernstein polynomials is comparable to so-called kernel estimators in density estimation and nonparametric regression, respectively. The Bernstein estimate differs from kernel estimate in that the shape of the weight function (or kernel, in this case) changes with the value of \( x \). Ghosal (2001) has proved theoretical convergence rates of Bernstein polynomials in the related problem of nonparametric density estimation.

The Bernstein polynomial is a natural choice for shape-restricted regression. Consider a Bernstein polynomial of degree \( M \) for the continuous function \( f(\cdot) \)

\[
B_M(x) = \sum_{k=0}^{M} f(k/M) \binom{M}{k} x^k (1-x)^{M-k},
\]

for \( x \in [0, 1] \). If we let \( \beta_k = f(k/M) \), then it is easy to see that restricting the coefficients \( \beta_k \) is equivalent to restricting the values of the function \( f \) at points \( (k/M) \) \( (k = 0, \ldots, M) \) in the domain of \( f \). (In regression settings where the predictor variable can take values outside the interval \([0, 1] \), the predictor variables may be transformed to lie in the interval \([0, 1] \). Thus, for the rest of this paper, we assume that predictor variables have been suitably transformed.)

One of the many remarkable properties of Bernstein polynomials is that all of the derivatives possess the same convergence properties. Also, the form of the derivatives of \( B_M(\cdot) \) can
be useful in determining appropriate shape restrictions for a particular application. The $\ell^{th}$ derivative of $B_M(\cdot)$ can be written

$$B_M^{(\ell)}(x) = M(M-1) \cdots (M-\ell+1) \sum_{k=0}^{M-\ell} \binom{M-\ell}{k} (\nabla^{(\ell)} \beta_k) \binom{M-\ell}{k} x^k (1-x)^{M-\ell-k}$$

where $\nabla^{(1)} \beta_k = \beta_{k+1} - \beta_k$, $\nabla^{(2)} \beta_k = \nabla^{(1)} \beta_{k+1} - \nabla^{(1)} \beta_k = \beta_{k+2} - 2\beta_{k+1} + \beta_k$, and $\nabla^{(\ell)} \beta_k = \nabla^{(\ell-1)} \beta_{k+1} - \nabla^{(\ell-1)} \beta_k$. The first and second derivatives simplify to

$$B_M'(x) = M \sum_{k=0}^{M-1} (\beta_{k+1} - \beta_k) \binom{M-1}{k} x^k (1-x)^{M-1-k}$$

$$B_M''(x) = M(M-1) \sum_{k=0}^{M-2} (\beta_{k+2} - 2\beta_{k+1} + \beta_k) \binom{M-2}{k} x^k (1-x)^{M-2-k},$$

respectively. Because the quantities $\binom{M}{k} x^k (1-x)^{M-k}$ are non-negative for any $x \in [0,1]$, it is easy to see how to construct restrictions on the coefficients that will impose restrictions on the first and second derivatives.

Chak et al. (2005) introduce the idea of using Bernstein polynomials for shape-restricted regression (although Chang et al., 2005, use Bernstein polynomials to model the cumulative hazard function in survival analysis). They give restrictions on the coefficients $\beta_k$ that enforce the following shapes:

- **Nonnegativity**: $\beta_k \geq 0$ for all $k$

- **Isotonicity**: $\beta_k \leq \beta_{k+1}$ for $k = 0, \ldots, M - 1$

- **Concavity**: $\beta_{k+1} - 2\beta_k + \beta_{k-1} < 0$ for $k = 1, \ldots, M - 1$

In addition to monotonicity, Chang et al. (2007) give restrictions on the coefficients that enforce the following shapes:
• Unimodality: \( \beta_0 = \cdots = \beta_{r_1} < \beta_{r_1+1} \leq \cdots \leq \beta_{r_2} \geq \beta_{r_2+1} \geq \cdots \geq \beta_{r_3} > \beta_{r_3+1} = \cdots = \beta_M \) for \( 0 \leq r_1 < r_2 < r_3 \leq M \)

• Unimodal concavity: \( \beta_1 - \beta_0 > 0, \beta_M - \beta_{M-1} < 0, \) and \( \beta_{k+1} - 2\beta_k + \beta_{k-1} \leq 0 \) for \( k = 1, \ldots, M-1 \)

Unlike the B-splines procedure (which may require quadratic constraints on the coefficients), the Bernstein polynomial procedure can impose monotonicity and other constraints on \( f \) by a simple linear constraint of the form \( D\beta \geq c \), where \( D \) is a suitable difference matrix and \( c \) is a vector of constants. Furthermore, the Bernstein basis has optimal shape preserving properties of all polynomials of the same degree (c.f., Carnicer and Peña, 1993).

We take a Bayesian approach to estimating a shape-restricted regression function. Other authors have developed Bayesian techniques. Lavine and Mockus (1995) propose a nonparametric Bayesian estimator of an isotonic regression function based on the Dirichlet process. Holmes and Heard (2003) use an unconstrained, piecewise-constant function with random knots to model the regression function. To enforce monotonicity, they develop a reversible-jump MCMC algorithm (Green, 1995) to sample from the posterior and throw away posterior draws that do not satisfy the constraint. Such an approach may require a huge amount of sampling as the constraint can often be violated making the algorithm inefficient. Bornkamp and Ickstadt (2009) use the nonparametric Bayesian priors of Ongaro and Cataneo (2004) to put a prior on a monotone dose-response function.

The Bayesian method we present in this paper is similar to the method of Neelon and Dunson (2004). Their approach uses a piecewise linear regression function with constraints on the slope parameters to ensure the regression function is isotonic. A piecewise linear function, however, may be a crude approximation to the unknown regression function. In addition, the MCMC algorithm they propose requires a large number of simulations to explore the posterior; they report only being able to keep every 100th iteration of their
Markov chains to reduce the autocorrelation in their posterior sample (Neelon and Dunson, 2004, page 401).

The approach that we take in this paper is to construct a prior distribution for the coefficients $\beta_0, \ldots, \beta_M$ in $g$ that satisfies the requisite shape restrictions. In this paper we present a prior on the Bernstein coefficients for the case of monotonic regression, although the idea can be extended to other shape restrictions and to generalized linear models (e.g. logistic or probit regression, and Poisson regression). We show that through a simple reparametrization of the $\beta_k$ coefficients in the Bernstein polynomial expansion, the problem of monotonic regression is equivalent to the problem of variable selection (Section 2). By adapting the variable selection model of Geweke (1996), we obtain a monotonic regression fit through Gibbs sampling (Sections 3 and 4). We demonstrate the usefulness of this prior in several simulated examples (Section 6). We conclude the paper with an analysis of two real data sets and some final comments (Sections 7 and 8).

2 Prior on Bernstein Coefficients

2.1 A simple prior

Consider, again, the Bernstein polynomial approximation to the unknown regression function

$$B_M(x, \beta) = \sum_{k=0}^{M} \beta_k \binom{M}{k} x^k (1-x)^{M-k} = \sum_{k=0}^{M} \beta_k b_M(x, k). \quad (1)$$

Our task is to define a prior on $\beta = (\beta_0, \ldots, \beta_M) \in \mathbb{R}^{M+1}$ such that $\beta_0 \leq \cdots \leq \beta_M$. A first attempt (see Chang et al., 2007) would be to define a continuous prior (e.g., a normal distribution) on auxiliary variables $U_0, \ldots, U_M$, then set $\beta_0 = U(0), \ldots, \beta_M = U(M)$, where $U(0), \ldots, U(M)$ are order statistics for the $U_i$’s. This approach, however, does not give positive probability to events such as $\beta_k = \beta_{k+1}$—events which can be crucial when modeling flat
portions of a regression function.

This difficulty is easily demonstrated using a simulated example. Consider the model

\[ Y_i = f(X_i) + \varepsilon_i, \]

where \( i = 1, \ldots, 50, \) \( f(x) = 1 \) for all \( x \in [0, 1], \) \( X_i \sim \text{Unif}(0, 1), \) and \( \varepsilon_i \sim \text{N}(0, 0.1^2) \). We simulated one data set from this model and fitted the model

\[ Y_i | \beta, \sigma^2 \sim \text{N}(B_M(x_i, \beta), \sigma^2) \]
\[ \sigma^{-2} \sim \text{Gam}(0.01, 0.01) \]
\[ \beta_0 = U(0) \cdots \beta_M = U(M) \]
\[ U_0, \ldots, U_M \sim \text{N}(\alpha, \nu^2) \]
\[ \alpha \sim \text{N}(0, 1) \]
\[ \nu^{-2} \sim \text{Gam}(1.0, 1.0) \]

to the data, where \( \text{Gam}(a, b) \) is a gamma distribution with mean \( \frac{a}{b} \) and \( \text{N}(m, s^2) \) is the normal distribution with mean \( m \) and variance \( s^2 \), and \( M = 25 \). The model was fitted using an MCMC algorithm constructed by the WinBUGS software (Spiegelhalter, Thomas, and Best, 1999) with 3 chains, 5,000 draws per chain, after 1,000 draws of burn-in, and a plot of the model fit is displayed in Figure 1. The thick, black, solid line is the posterior median from the above model and the thin, black, solid lines are pointwise 95% credible bands. For reference, the solid white line is the true regression function. Also, the dashed, thick, black line is the posterior median and the gray shaded area represent pointwise credible bands from the model we describe in this paper. It is clearly apparent that the order-statistic prior is inadequate to capture the flatness of the regression function. The prior has essentially
forced the estimates of the regression function to have positive slope, whereas our method captures the true regression function in the credible bands.

[Figure 1 about here.]

2.2 A Reparametrization

In order to define a prior for shape-restricted regression that allows for events \( \beta_{k_1} = \beta_{k_2} \) for \( 0 \leq k_1 \leq k_2 \leq M \), we reparametrize \( B_M(x, \beta) \) by taking the differences between adjacent coefficients. In other words, we obtain new parameters \( u = (u_0, u_1, \ldots, u_M) \) where \( u_0 = \beta_0 \) and \( u_k = \beta_k - \beta_{k-1} \) for \( k = 1, \ldots, M \). Using this reparametrization we obtain

\[
B_M(x, \beta) = \sum_{j=0}^{M} \beta_j b_M(x,j) = \sum_{j=0}^{M} (\sum_{k=0}^{j} u_k) b_M(x,j) = \sum_{k=0}^{M} u_k w_M(x,k) = B_M(x, u)
\]

where \( b_M(x,j) = \binom{M}{j} x^j (1-x)^{M-j} \) and \( w_M(x,k) = \sum_{j=k}^{M} b_M(x,j) \). Notice that \( w_M(x,0) = \sum_{j=0}^{M} b_M(x,j) = 1 \) for an \( x \in [0,1] \). It easily follows that, under the reparametrization, the Bernstein polynomial regression function has simplified to a linear combination of the parameters \( u_0, \ldots, u_M \) and “covariates” \( w_M(x,1), \ldots, w_M(x,M) \), where \( w_M(x,1), \ldots, w_M(x,M) \) can be computed with the incomplete beta function

\[
w_M(x,k) = \sum_{j=k}^{M} b_M(x,j) = F_{B(k,M-k+1)}(x)
\]

where \( F_{B(k,M-k+1)}(\cdot) \) is the cdf of a Beta random variable with parameters \( k \) and \( M - k + 1 \). Under this parametrization, if \( u_k = 0 \) then \( \beta_k = \beta_{k-1} \), and if \( u_k > 0 \) then \( \beta_k > \beta_{k-1} \) and vice versa.

We note that, technically, Bernstein polynomials cannot be perfectly flat on any interval \( (a,b) \), except in the trivial case where \( \beta_k = \beta_{k+1} \) for \( k = 0, \ldots, M - 1 \). In practice, how-
ever, this is not a serious problem. We can measure the total variation of the Bernstein
polynomial regression function over an interval \((a, b)\) by
\[
S_{(a,b)}(\beta) = B_M(b, \beta) - B_M(a, \beta) = \int_a^b B'_M(x, \beta)dx,
\]
which can be written as
\[
\int_a^b B'_M(x, \beta)dx = \int_a^b M \sum_{k=0}^{M-1} (\beta_{k+1} - \beta_k) \binom{M-1}{k} x^k (1-x)^{M-1-k}dx
\]
\[
= M \sum_{k=0}^{M-1} (\beta_{k+1} - \beta_k) B(k+1, M-k)[F_{B(k+1,M-k)}(b) - F_{B(k+1,M-k)}(a)] (2)
\]
If the true regression function were flat on the interval \((a, b)\), then the sum in (2) will
be small. To see this, note that for \(k \in (Ma, Mb)\) we would expect \(\beta_k \approx \beta_{k+1}\) if the
underlying true regression function were flat on \((a, b)\) making the terms \((\beta_{k+1} - \beta_k)\) small.
For \(k\) not in \((Ma, Mb)\) the terms \((\beta_{k+1} - \beta_k)\) need not be small, but for \(k < Ma\) we would
expect that \(F_{B(k+1,M-k)}(b) \approx F_{B(k+1,M-k)}(a) \approx 1\), and for \(k > Mb\) we would expect that
\(F_{B(k+1,M-k)}(b) \approx F_{B(k+1,M-k)}(a) \approx 0\) making the terms \([F_{B(k+1,M-k)}(b) - F_{B(k+1,M-k)}(a)]\)
small.

We compute (2) in our simulations of Section 6 and show that when the true regression
function is known to be flat over an interval the total variation of the Bernstein polynomial
regression function is not substantially different from zero.

### 2.3 Variable Selection and Monotonic Regression

The reparametrization above suggests some form of variable selection may be used to
determine the fit of the monotonic regression function. A variable selection prior on the \(u\)’s
would induce a prior on the \(\beta\)’s with positive probability of adjacent \(\beta\)’s being exactly equal,
which would satisfy the monotonicity constraint while allowing for relatively flat portions of
the regression function.

The literature contains several studies on Bayesian variable selection (e.g., Mitchell and
Beauchamp (1988), George and McCulloch (1993), George and McCulloch (1997), George and Foster (2000), Cripps et al. (2006), Casella and Moreno (2006)). In a situation similar to our own, Dunson (2005) reparametrizes the regression function for count data by using ratios of adjacent function values. Dunson then uses a mixture of a point-mass at one and a gamma distribution truncated to be greater than one to impose a monotonic constraint to the regression function.

The approach of Geweke (1996) is particularly germane to the problem of monotonic regression as outlined in the previous section. To perform variable selection in the linear model, Geweke uses a prior for each regression coefficient that is a mixture of a point mass at zero and a truncated normal distribution. This mixture prior is a natural fit for our situation in which the prior for \( u_k \) must satisfy two requirements—events \( u_k = 0 \) must have positive probability and \( u_k \geq 0 \) with probability one.

3 Model Specification

By adapting the variable selection approach of Geweke (1996), we can specify the complete Bayesian model. The sampling density for the vector \( y \) of \( n \) observations is

\[
p(y|u, \sigma^2) = (2\pi\sigma^2)^{-n/2} \exp \left\{ -\frac{\sum_{i=1}^{n}(y_i - w'_i u)^2}{2\sigma^2} \right\}.
\]

where \( w = (w_M(x_i, 0), \ldots, w_M(x_i, M))' \). We give the parameter \( u_0 \), which is not restricted to be positive or zero, a normal prior with mean \( m_0 \) and variance \( s_0^2 \)

\[
p(u_0) = (2\pi s_0^2)^{-1/2} \exp \left\{ -\frac{(u_0 - m_0)^2}{2s_0^2} \right\}.
\]

As has been done by previous authors, we condition the prior for \( u_1, \ldots, u_M \) on binary latent indicator variables \( \gamma_1, \ldots, \gamma_M \). We define the \( k^{th} \) indicator variable to be one if \( u_k = 0 \) and
zero otherwise. The prior for $u_k$ conditioned on the latent indicator $\gamma_k$ can then be written

$$p(u_k|\tau^2, \gamma_k) = \gamma_k 1_{(0)}(u_k) + (1 - \gamma_k)2(2\pi\tau^2)^{-1/2} \exp \left\{-\frac{u_k^2}{2\tau^2}\right\} 1_{(0,\infty)}(u_k)$$

where the indicator function $1_A(\cdot)$ is one if its argument is in the set $A$ and zero otherwise.

Each $\gamma_k$ is given a Bernoulli prior with parameter $p_{\gamma}$

$$p(\gamma_k) = p_{\gamma}^\gamma (1 - p_{\gamma})^{1 - \gamma},$$

and $p_{\gamma}$ is given a uniform prior on $(0, 1)$.

To complete the prior specification, we give the variance parameters $\sigma^2$ and $\tau^2$ conditionally conjugate inverse gamma priors

$$p(\sigma^2) \propto (\sigma^2)^{-(a_\sigma + 1)} \exp \left\{-b_\sigma/\sigma^2\right\},$$
$$p(\tau^2) \propto (\tau^2)^{-(a_\tau + 1)} \exp \left\{-b_\tau/\tau^2\right\}.$$

The final step in the model specification requires choosing values for $a_\sigma$, $b_\sigma$, $a_\tau$, $b_\tau$, and $M$. For values of $a_\sigma$ and $b_\sigma$, we use small, “noninformative” values (e.g., 1 or 0.1). Similarly, for $a_\tau$ and $b_\tau$ we recommend setting both hyperparameters equal to 1. In practice, the values of $a_\tau$ and $b_\tau$ have very little effect on the quality of the fit of the monotonic regression.

In theory, the polynomial order $M$ should be selected as a function of the sample size $n$. It can be shown that the order $M$ can be chosen to be on the order $O(n^\kappa)$ where $\kappa = 1/3$ or $1/5$ depending on the differentiability of the regression function $f$ (see McLain and Ghosh, 2009, theorem 2 or Tenbusch, 1997).

To choose a value for $M$ in finite samples, we take an approach similar to the approach taken by Neelon and Dunson (2004) for choosing the number of knots. Their recommenda-
tion was to choose the number of knots to be equal to the unique values of the predictor variable and let the fitting procedure remove redundant terms in their monotone regression function. Similarly, we recommend choosing a large value for $M$—possibly as large as the number of unique values of the predictor variable—and letting the variable selection procedure remove redundant columns of the Bernstein expansion. This approach makes the procedure adaptive (in a loose sense) in that the procedure “chooses” a value of $M$ by removing redundant columns of the Bernstein basis expansion. This approach is also similar to Smith and Kohn (1996) who used variable selection on the coefficients in a basis expansion to fit an unconstrained, nonparametric regression curve.

In the child-growth example of Section 7, we used $M = 80$, which is nearly equal to the number of distinct $x$-values in the data set ($n = 83$). For the simulation study in Section 6, we deviated from our recommended approach by choosing $M = 40$ even though the number of distinct $x$-values in the simulated data sets was 100. This choice of $M = 40$ was made for practical reasons (to keep simulation times manageable); however, the results of the simulation study show that our method performs favorably even when the choice of $M$ was small relative to the sample size.

4 Posterior Sampling

A Markov Chain Monte Carlo approach can be used to sample from the joint posterior distribution of the parameters in the regression model (Tierney, 1994). A Gibbs sampling scheme (Geman and Geman, 1984; Gelfand and Smith, 1990) can proceed by following the algorithm specified in Geweke (1996), except that our algorithm includes two additional Gibbs updates for parameters $\tau^2$ and $p_\gamma$. The Geweke algorithm can be extended to include the case of multiple predictors. Computational details, including an outline of the Gibbs sampler, are included in the appendices.
5 Extension to Multiple Predictors

It is relatively straightforward to extend the approach to include multiple predictors. Let \( \mathbf{x} = (x_1, \ldots, x_r, x_{r+1}, \ldots, x_p) \) be the vector of predictors, where we assume that the regression function \( g(\mathbf{x}) \) is additively monotone in the the variables \( x_1, \ldots, x_r \). In other words,

\[
f(\mathbf{x}) = \sum_{j=1}^{r} f_j(x_j) + h(x_{r+1}, \ldots, x_p)
\]

where each of the \( f_j \)'s are nondecreasing functions. Then each of the \( f_j \)'s can be modeled using the Bernstein polynomials as described in Section 2.

Let \( r \) be the number of predictors with monotone relationship to the mean of the response variable (which we will call monotone predictors), and let \( p - r \) be the number of predictors with a simple, linear relationship with the mean of the response (which we will call linear predictors). We use \( \mathbf{x}_j = (x_{1j}, \ldots, x_{nj}) \) to denote the \( j \)th monotone predictor and \( \mathbf{v}_i = (v_{i1}, \ldots, v_{is}) \) to denote a vector of linear predictor values for the \( i \)th observation. The conditional mean for the response \( y_i \) can then be written as

\[
u_0 + \sum_{j=1}^{r} \sum_{k=1}^{M} u_{jk} w_M(x_{ij}, k) + \alpha' \mathbf{v}_i
\]

where \( \alpha \) is a vector of regression coefficients and \( u_{j1}, \ldots, u_{jM} \) are the transformed basis coefficients for the \( j \)th monotone predictor. Each set of \( u_{j1}, \ldots, u_{jM} \) values are assigned a prior that is a mixture of a point mass at zero and a truncated normal distribution. Thus, the prior for each set of \( u_{j1}, \ldots, u_{jM} \) variables has corresponding \( \gamma_{j1}, \ldots, \gamma_{jM} \) and \( \tau_j^2 \) parameters. The regression coefficients \( \alpha \) for the linear predictors can be given virtually any prior, although it is convenient computationally to assign a conjugate, multivariate normal prior with mean vector \( \mathbf{m}_\alpha \) and covariance matrix \( \mathbf{S}_\alpha \).
6 A Simulation Study

To test our monotonic regression method, we ran several simulations and compared the performance of our approach with competing monotonic regression methods. We generated 50 data sets from each of four models \( y_i = h_s(x_i) + \epsilon_i \) (for \( s = 1, \ldots, 4 \) and \( i = 1, \ldots, 100 \)), where \( \epsilon_i \sim N(0, 0.1^2) \), \( x_i \sim \text{Unif}(0, 1) \). The regression function \( h_s(\cdot) \) took on the following shapes

- Flat: \( h_1(x) = 1 \)
- Linear: \( h_2(x) = x \)
- Flat and Nonlinear: \( h_3(x) = I(x > 0.5)\sqrt{2x - 1} \)
- Wavy: \( h_4(x) = \frac{\sin(3\pi x) + 3\pi x}{3\pi} \).

All functions were chosen to have a range of one, and the standard deviation of \( \epsilon_i \) was chosen to be one-tenth of the range.

We compared our method with three other methods that are accessible as functions in the \texttt{R} statistical software (R Development Core Team, 2007; Ihaka and Gentleman, 1996). The first is the local regression method as implemented by the \texttt{loess} function (Cleveland, Grosse, and Shyu, 1992). The second is the isotonic regression estimator of Barlow et al. (1972) as implemented in the \texttt{isoreg} function. The third is the monotonic regression estimator of Dette et al. (2006) as implemented in the \texttt{monreg} package (Pilz and Titoff, 2005) for \texttt{R}. This method proceeds by first fitting a regression smoother to the data, then integrating a kernel density estimate of the smoother. The final estimate of the monotone regression function is obtained by taking the inverse of this integrated density estimate.

Because there is no publicly available software that implements the method of Chang et al. (2007), we have not included this method in our simulation studies. We note, however, that Chang et al. (2007) have shown good performance of their method relative to Dette.
et al. (2006) in simulation studies. (See Chang et al., 2007, section 4.1.)

The loess method requires the user to specify one tuning parameter. We used five-fold cross-validation to choose the value for this parameter. The monreg function requires the specification of two tuning parameters—$\lambda_d$ and $\lambda_r$. As per the recommendation of (Dette et al., 2006, section 4.1), we set $\lambda_d = \lambda_r^2$. We then used five-fold cross-validation to choose the value of $\lambda_r$.

To fit our Bayesian model to each data set, we used a Bernstein polynomial expansion of order 40 (i.e., $M = 40$). We ran the MCMC algorithm for 110,000 iterations, discarded the first 10,000 iterations as burn-in, and kept every 10th iteration of the resulting chain (for a final chain length of 10,000).

After fitting each regression method to a simulated data set, we evaluated the quality of the fit by computing fitted values for each method over a grid of 100 equally spaced “$x$-values” on the unit interval. The absolute difference between the true function and the fitted value was standardized (by dividing by the true standard deviation of 0.1), and the mean over the grid of 100 $x$-values was recorded for each method.

The results of the simulation are contained in Table 1 and summarized graphically in Figure 2. In general, the Bayesian method performed very well relative to the other methods. In three of the four simulations, the Bayesian method had the lowest mean standardized absolute deviation from the true function. As expected, the Bayesian method performs substantially better than the other three methods when the true regression function is flat, as indicated by the box plot. Using our method, an analyst may compute the posterior probability of a flat regression curve $p_{\text{FLAT}} = P(u_1 = \cdots = u_M = 0 | \text{data})$ by computing the proportion of the posterior draws in which $u_1 = \cdots = u_M = 0$. We recorded these values for each simulated data set. When the true regression function was flat, the five number summary of the $p_{\text{FLAT}}$ values was

\[
\begin{array}{ccccc}
\text{Min.} & \text{1st Qu.} & \text{Median} & \text{3rd Qu.} & \text{Max.}
\end{array}
\]
Thus, for most simulated data sets, our method returns $p_{FLAT}$ values greater than 0.90 when the true curve is flat. When the true curve was other than flat, the $p_{FLAT}$ values for all simulations were zero.

The Bayesian method also outperforms the other methods when the underlying function is the flat/square root function or the sine function, although the monreg function is a close competitor. Predictably, the Bayesian method did not perform as well when the true regression function had no flat portions (i.e., was linear), however, it was not the worst method in this case.

For simulated data sets from flat/square root function, we calculated the average slope of the fitted Bernstein polynomial curve over the interval (0.0,0.5)—the flat portion of the true regression curve. The five number summary of the average slopes from the simulated data sets was

<table>
<thead>
<tr>
<th>Min.</th>
<th>1st Qu.</th>
<th>Median</th>
<th>3rd Qu.</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0014</td>
<td>0.0020</td>
<td>0.0024</td>
<td>0.0027</td>
<td>0.0039</td>
</tr>
</tbody>
</table>

To put these numbers in perspective, consider that the average slope of the non-flat (i.e. square root) portion of the true regression function is 0.24, which is 100 times larger than the median of the average slopes from the Bernstein polynomial fits over the flat portion of the curve. Thus, the median of the slopes of the Bernstein regression curve was only trivially different from zero when the true regression function was flat over the same region.

[Table 1 about here.]

[Figure 2 about here.]
7 Illustrations Using Real Data Sets

We try our method on two real data sets. The first example uses data with a continuous response. The second example uses data with a binomial response.

7.1 Monotone Regression Model for Continuous Response

The first example uses data from Ramsay (1998) on the growth of a 10-year-old boy. The data contain 83 height measurements over a period of 312 days. Growth curves should exhibit monotonicity and allow for relatively flat regions consistent with the belief that growth occurs in spurts rather than strictly increasing over time (Thalange, Foster, Gill, Price, and Clayton, 1996).

To fit the model with our Bayesian procedure, we rescaled the time (day) variable to the interval $[0, 1]$. We fit the Bayesian model using Bernstein polynomials of order 80. We ran the MCMC algorithm of Section 4 three times in order to assess convergence using the Gelman-Rubin (GR) diagnostics (Gelman and Rubin, 1992). Each MCMC run consisted of 160,000 iterations with 10,000 iterations discarded as burn-in and only every tenth iteration kept for plotting and analysis (i.e., the final MCMC size was 15,000 per MCMC run). The GR diagnostics for each parameter were all equal to one (up to two decimal places), except for a handful of parameters which had GR diagnostics very nearly one (the maximum GR diagnostic from this group was 1.02). Figure 3 contains the fit from the Bayesian model along with fits from \texttt{isoreg}, \texttt{loess}, and \texttt{monreg}. All fits (with the exception of \texttt{isoreg}) appear relatively smooth. A small portion of the \texttt{monreg} fit is not covered by the pointwise 95\% credible bands from the Bayes method.

[Figure 3 about here.]
7.2 Monotone Regression Model for Discrete Response

The Bayesian variable selection method for monotonic regression can easily be extended to generalized linear models. For example, the sampling probability of a binomial observation is

\[ p(y_i|n_i, p_i) = \binom{n_i}{y_i} p_i^{y_i} (1 - p_i)^{n_i-y_i} \]

where \( n_i \) is the number of trials and \( p_i \) is the probability of success on given trial. Using the logit transformation to model \( p_i \) we have

\[ \log \left( \frac{p_i}{1 - p_i} \right) = w_i^t u \]

where \( w \) and \( u \) are as previously defined in Section 2.2.

A Gibbs sampler for this model can be constructed using the WinBUGS software. We fit this model to the Downs syndrome data of Geyer (1991). The data consist of the number of Downs syndrome births out of all births recorded by the British Columbia Health Surveillance Registry according to the mother’s age category. For these data, it is not unreasonable to assume that the probability of a Downs syndrome birth increases monotonically with the age of the birth mother. The fit of the model to this data is plotted in Figure 4 with 95% posterior bands.

[Figure 4 about here.]
8 Conclusion

In this paper, we have presented a connection between monotonic regression and variable selection. This connection opens up new ways to fit monotonic regression models. We presented one Bayesian approach in this paper and were able to exploit the already existing MCMC techniques in variable selection to derive a Gibbs sampler for our monotonic regression method. We have demonstrated the effectiveness of our method in a simulation comparison of other competing methods. Finally, we have demonstrated the flexibility of our method by fitting our model to two very different data sets consisting of continuous and discrete-valued response variables. One immediate advantage of our proposed Bayesian method is that posterior interval bands can be obtained in a straightforward manner without appealing to any sort of asymptotic-based inference for both continuous and discrete-valued responses.

Appendices

A Computational Details

For speed, we coded our MCMC algorithm in a C function that we called from R. For example, the child-growth example, in which we set $M = 80$, takes approximately 8 minutes to run 160,000 iterations (10,000 burn in, 150,000 iterations after burn in, thinned by 10 for a final MCMC sample of 15,000) on a Windows Vista laptop with 1G of RAM and a 1.73 GHz, Intel Centrino Duo processor. The fit changes little when using substantially smaller $M$, however. The child-growth example using $M = 40$ and the same MCMC settings takes only 2 minutes to run on the same laptop. Computation times would be substantial longer if the MCMC algorithm were coded directly in R.

We compiled our C function using the GNU C compiler as found in Rtools “package” cre-
ated by Brian Ripley and maintained by Duncan Murdoch (at http://www.murdoch-sutherland.com/Rtools/). Pseudo-random truncated normals were computed using the algorithm of Robert (1995). MCMC diagnostics and plots were prepared using the coda package in R (Plummer, Best, Cowles, and Vines, 2007). For the Downs syndrome example, we used the R2WinBUGS package (Sturtz, Ligges, and Gelman, 2005) to conveniently call WinBUGS from R.

An R package with a function that implements the method described in this paper is available from the first author’s website.

B MCMC algorithm

The following describes the Gibbs sampler for computing posterior draws from the Bayesian monotonic regression procedure with one monotone predictor. The complete conditionals are as in Geweke (1996), except that Geweke’s formulation implicitly relies on \( \gamma_k \) indicator variables for whether the corresponding \( u_k \) is zero. In our formulation, we make this dependence explicit. We also add updates for the additional parameters \( \tau^2 \) and \( p_\gamma \).

Begin the MCMC algorithm by initializing all parameters—\( u_0^{(0)} \), \( \tau^{(0)} \), \( p_\gamma^{(0)} \), \( \sigma_{\gamma}^{(0)} \), \( \gamma^{(0)} = (\gamma_1^{(0)}, \ldots, \gamma_M^{(0)}) \), and \( u^{(0)} = (u_1^{(0)}, \ldots, u_M^{(0)}) \) (conditional on the \( \gamma^{(0)} \)). For \( t = 1, \ldots, n_{\text{iter}} \) simulate in turn from each of the following distributions:

1. \( \sigma^{2(t)} \sim \text{InvGam}(a_\sigma + \frac{n}{2}, b_\sigma + \sum_{i=1}^{n}(y_i - u_0^{(t-1)} - w_i'u_0^{(t-1)})^2/2) \)

2. \( u_0^{(t)} \sim N\left(\frac{ma_\sigma^2 + nz_i^2/\sigma^2}{1/s_0^2 + n/\sigma^2} - 1, (1/s_0^2 + n/\sigma^2)^{-1}\right) \), where \( z_i = y_i - w_i'u_0^{(t-1)} \) and \( \bar{z} = \sum_{i=1}^{n} z_i/n \).

3. For \( k = 1, \ldots, M \), simulate jointly \( \gamma_k^{(t)} \) and \( u_k^{(t)} \) by first simulating

\[ \gamma_k^{(t)} \sim \text{Bern}\left(\frac{\bar{\omega}_1}{\bar{\omega}_1 + \bar{\omega}_0}\right), \]

\[ u_k^{(t)} \sim \frac{1}{n} \sum_{i=1}^{n} w_i'u_0^{(t-1)} \]
and then setting \( u_k^{(t)} = 0 \) if \( \gamma_k^{(t)} = 1 \) or otherwise simulating

\[
u_k^{(t)} \sim \mathcal{N}(0, \infty) (m_*, \sigma_*^2)
\]

where

\[
\varpi_1 = \exp \left\{ - \sum_{i=1}^{n} \frac{z_i^2}{2\sigma^2(t)} \right\} p_{\gamma}^{(t-1)},
\]

\[
\varpi_0 = 2(\sigma_*^2/\tau^2(t-1))^{1/2} \exp \left\{ - \sum_{i=1}^{n} \frac{(z_i - b_k w_{ik})^2}{2\sigma^2(t)} - \frac{b_k^2}{2\sigma_k^2} + \frac{m_*^2}{2\sigma_*^2} \right\} \times
\]

\[
\left[ 1 - \Phi \left( -\frac{m_*}{\sigma_*} \right) \right] (1 - p_{\gamma}^{(t-1)}),
\]

\[
z_i = y_i - u_0^{(t)} - w_{i,1} u_1^{(t)} - \cdots - w_{i,k-1} u_{k-1}^{(t)} - w_{i,k+1} u_{k+1}^{(t-1)} - \cdots - w_{i,M} u_{M}^{(t-1)};
\]

\[
m_* = \frac{\tau^2(t-1) b_k}{\tau^2(t-1) + \sigma_k^2},
\]

\[
\sigma_*^2 = \frac{\sigma_k^2 \tau^2(t-1)}{\tau^2(t-1) + \sigma_k^2},
\]

\[
\sigma_*^2 = \frac{\sigma^2(t)}{\sum_{i=1}^{n} w_{ik}^2},
\]

\[
b_k = \frac{\sum_{i=1}^{n} z_i w_{ik}}{\sum_{i=1}^{n} w_{ik}^2},
\]

\[
\mathcal{N}(a, b) (\xi, \nu^2) \text{ is a truncated normal distribution on the interval } (a, b), \text{ and } \Phi(\cdot) \text{ is the cdf of the standard normal distribution.}
\]

4. \( \tau^2(t) \sim \text{InvGam} \left( a_\tau + \frac{M-\|\gamma^{(t)}\|}{2}, b_\tau + \sum_{j=1}^{M} (u_j^{(t)})^2 \right) \)

5. \( p_{\gamma}^{(t)} \sim \text{Beta} \left( a_p + \|\gamma^{(t)}\|, b_p + M - \|\gamma^{(t)}\| \right) \), where values \( a_p = 1 \) and \( b_p = 1 \) are used for all examples and simulations in this paper.
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Figure 1: Plot of simulated data from a uniformly flat regression function with a Bayesian model that does not allow for flat portions of the regression curve.
Figure 2: Boxplots of the mean of the standardized, absolute deviations of fitted values from the true function values at an equally-spaced grid of 100 points.
Figure 3: Plot of child height versus day (standardized to fall in the range $[0, 1]$). The smooth, solid line is the Bayesian fit, the step function solid line is the \texttt{isoreg} fit, the dashed line is the \texttt{monreg} fit and the dotted line is the \texttt{loess} fit. The shaded region indicates 95\% pointwise credible (confidence) region for the Bayesian fit.
Figure 4: Plot of proportion of Downs syndrome births versus age of birth mother. The solid line is the posterior median and the dashed lines are 95% credible bands.
Table 1: Simulation results for comparison of the Bayesian procedure and competing monotonic regression methods. Values in the table are means of mean absolute standardized deviation of fitted values from the true function values at an equally-spaced grid of 100 points. Standard errors are in parentheses.

<table>
<thead>
<tr>
<th></th>
<th>bayes</th>
<th>loess</th>
<th>isoreg</th>
<th>monreg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flat</td>
<td>0.25</td>
<td>0.41</td>
<td>0.36</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>(0.014)</td>
<td>(0.013)</td>
<td>(0.014)</td>
<td>(0.007)</td>
</tr>
<tr>
<td>Linear</td>
<td>0.48</td>
<td>0.42</td>
<td>0.57</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>(0.008)</td>
<td>(0.012)</td>
<td>(0.006)</td>
<td>(0.010)</td>
</tr>
<tr>
<td>Flat/Sqrt</td>
<td>0.48</td>
<td>0.51</td>
<td>0.52</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.009)</td>
<td>(0.007)</td>
</tr>
<tr>
<td>Sine</td>
<td>0.46</td>
<td>0.48</td>
<td>0.56</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>(0.008)</td>
<td>(0.010)</td>
<td>(0.007)</td>
<td>(0.009)</td>
</tr>
</tbody>
</table>